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RESUMO
Este artigo adapta a heurística GRASP with path-relinking, introduzida por Mateus et al. (2011) para o problema da atribuição quadrática generalizada (AQG), a um novo problema denominado multi-tap single-finger keypad layout problem (MTSFKLP) O MTSFKLP consiste em atribuir símbolos de uma linguagem para teclas de um teclado tal que a soma das áreas de teclas não exceda a área disponível da tecla. Dentre todas as atribuições possíveis, buscamos aquela que minimiza a soma dos produtos das frequências de transição entre cada par de caracteres e as distâncias entre as teclas nas quais os caracteres estao atribuídos.
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ABSTRACT
This paper adapts the GRASP with path-relinking heuristic introduced by Mateus et al. (2011) for the generalized quadratic assignment problem (GQAP), for a novel problem denominated multi-tap single-finger keypad layout problem (MTSFKLP). The MTSFKLP consists in assigning symbols (characters) of a language to keys of a keypad such that the total area of the symbols assigned to a key does not exceed the available area of the key. Among all feasible assignments, we seek one that minimizes the sum of products of frequency of the transition between each pair of consecutive characters and distances between keys to which the characters pairs are assigned.
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1. Introduction

There exists several variants about keyboard layout problem (KLP) in the literature (Della Amico et al., 2009; Mittal and Sengupta, 2009; Lesher et al., 1998; Eggers et al., 2003; Cardinal and Langerman, 2005; Zhai et al., 2002; MacKenzie and Zhang, 1999; Li et al., 2006; Kreifeldt et al., 1989; Zhai et al., 2000). In this paper, we consider a novel problem denominated multi-tap single-finger keypad layout problem (MTSFKLP). The MTSFKLP consists in assigning symbols (characters) of a language to keys of a keypad such that the total area of the symbols assigned to a key does not exceed the available area of the key. Among all feasible assignments, we seek one that minimizes the sum of products of frequency of the transition between each pair of consecutive characters and distances between keys to which the characters pairs are assigned. More formally, let \( N = \{1, \ldots, n\} \) denote the set of characters and \( M = \{1, \ldots, m\} \) the set of keys. Furthermore, denote by \( A_{n \times n} = (a_{ii'}) \) the frequency of the transition between each pair of consecutive characters \( i \in N \) and \( i' \in N \), such that \( a_{ii'} \in \mathbb{R}^+ \) if \( i \neq i' \), otherwise \( a_{ii'} = 0 \); and denote by \( B_{n \times m} = (b_{jj'}) \) the distance between keys \( j \in M \) and \( j' \in M \), such that \( b_{jj'} \in \mathbb{R}^+ \) if \( j \neq j' \), otherwise \( b_{jj'} = 0 \). Let \( q_i \in \mathbb{R}^+ \) be the area demanded by character \( i \in N \), and \( Q_j \in \mathbb{R}^+ \), the total available area of key \( j \in M \). The MTSFKLP can be modelled as a generalized quadratic assignment problem (GQAP). It consists in finding \( X_{n \times m} = (x_{ij}) \), with \( x_{ij} \in \{0, 1\} \), where character \( i \in N \) is assigned to key \( j \in M \) if and only if \( x_{ij} = 1 \), such that the constraints

\[
\sum_{j \in M} x_{ij} = 1, \forall i \in N, \tag{1}
\]

\[
\sum_{i \in N} q_i x_{ij} \leq Q_j, \forall j \in M, \tag{2}
\]

\( x_{ij} \in \{0, 1\}, \forall i \in N, \forall j \in M \)

are satisfied and the objective function

\[
\sum_{i \in N} \sum_{j \in M} \sum_{i' \in N, i' \neq i} \sum_{j' \in M} a_{ii'} b_{jj'} x_{ij} x_{i'j'}
\]

is minimized. Constraints (1) guarantee that each character is assigned to exactly one key, while constraints (2) ensure that key capacities are not violated.

2. GRASP with path-relinking

A GRASP (Feo and Resende, 1989; 1995; Resende and Ribeiro, 2010) is a multi-start heuristic where at each iteration a greedy randomized solution is constructed to be used as a starting solution for local search. Local search repeatedly substitutes the current solution by a better solution in the neighborhood of the current solution. Each such replacement is called a move. If there is no better solution in the neighborhood, the current solution is declared a local minimum and the search stops. The best local minimum found over all GRASP iterations is output as the solution. One way to incorporate memory into GRASP is with path-relinking (Glover., 1996; Ribeiro and Resende, 2012). In GRASP with path-relinking (Laguna and Martí, 1999; Resende and Ribeiro, 2005), an elite set of diverse good-quality solutions is maintained to be used during each GRASP iteration. After a solution is produced with greedy randomized construction and local search, that solution is combined with a randomly selected solution from the elite set using the path-relinking operator. The combined solution is a candidate for inclusion in the elite set and is added to the elite set if it meets certain quality and diversity criteria.

Mateus et al. (2011) introduced a GRASP with path-relinking for the GQAP. Algorithm 1 shows pseudo-code for this algorithm, adapted for the MTSFKLP as a GQAP problem. The algorithm takes as input the set \( N \) of characters, the set \( M \) of keys, the flow matrix \( A \), the distance matrix \( B \), the area \( q_i \) demanded by character \( i \in N \), and the key capacities \( Q_j, j \in M \), and outputs
a feasible solution \( p^* \) specifying the key of each character in the best solution found. After initializing the elite set \( P \) as empty, the GRASP with path-relinking iterations are computed until a stopping criterion is satisfied. This criterion could be, for example, a maximum number of iterations, a target solution quality, or a maximum number of iterations without improvement. During each iteration, a greedy randomized solution is generated and local search is applied using it as a starting point, resulting in a solution \( p \). If the greedy randomized solution is infeasible, a feasible solution is randomly selected from the elite set and local search is applied on this solution. Path-relinking is applied between \( p \) and some elite solution \( q \) only if the elite set has at least a minimum number of elements. Otherwise, solution \( p \) is simply added to the elite set if it is sufficiently different from the solutions already in the elite set. To more precisely define the term sufficiently different, let the symmetric difference \( \Delta(x, y) \) between two solutions \( x \) and \( y \) be defined as the number of moves needed to transform \( x \) into \( y \) or vice-verse. For a given level of difference \( \delta \), we say \( x \) is sufficiently different from all elite solutions in \( P \) if \( \Delta(x, p) > \delta \) for all \( p \in P \), which we indicate by the notation \( x \not\approx P \). If the elite set is not yet full, the solution \( r \) resulting from path-relinking is added to the elite set if \( r \not\approx P \). Otherwise, if \( r \) is not of worse quality than any elite solution and \( r \not\approx P \), then it will be added to the elite set in place of some elite solution. Among all elite solutions having cost no better than that of \( r \), the one most similar to \( r \), i.e. with smallest symmetric difference with respect to \( r \), is selected to be removed from the elite set. At the end, the best elite set solution is output as the solution of the GRASP with path-relinking heuristic.

Data : \( N, M, A, B, q_i, Q_j \).
Result : Feasible solution \( p^* \).
\( P \leftarrow \emptyset \);
while stopping criterion not satisfied do
  \( p \leftarrow \text{GreedyRandomized}() \);
  if elite set \( P \) has enough elements then
    if \( p \) is not feasible then
      Randomly select a new solution \( p \in P \);
    end
    \( p \leftarrow \text{LocalSearch}(p) \);
  end
  Randomly select a solution \( q \in P \)
  \( r \leftarrow \text{PathRelinking}(p, q) \);
  if elite set \( P \) is full then
    if \( c(r) \leq \max\{c(s) \mid s \in P\} \) and \( r \not\approx P \) then
      replace the element most similar to \( r \) among all elements with cost worse than \( r \);
    end
  end
  else if \( r \not\approx P \) then
    \( P \leftarrow P \cup \{r\} \);
  end
  else if \( p \) is feasible and \( p \not\approx P \) then
    \( P \leftarrow P \cup \{p\} \);
  end
end
return \( p^* = \arg\min\{c(s) \mid s \in P\} \);

Algorithm 1: A GRASP with path-relinking heuristic for the MTSFKL problem.
2.1. Greedy randomized construction.

The construction procedure builds a solution one assignment at a time. Suppose a partial solution is on hand, i.e. a number of assignments have already been made. To make the next assignment, the procedure needs to select a new character and a key. Keys are made available, one at time. The procedure randomly determines whether to use a new key or a previously chosen key, favoring a new key when the previously chosen keys have insufficient or barely sufficient available capacity. If the procedure determines that a previously chosen key is to be selected, it then determines which characters can be assigned to that key with the maximum available capacity and randomly selects one of these characters to be assigned. Of the keys that can accommodate this character, one is selected at random and the assignment is made. On the other hand, if there is no previously chosen key with sufficient capacity or if the available capacity is barely sufficient, a new key is selected at random from the set of yet unchosen keys.

The above procedure is not guaranteed to produce a feasible solution. The greedy randomized construction procedure, shown in Algorithm 2, addresses this difficulty by repeatedly applying the steps described above. The main loop in lines 1 to 21 is repeated a maximum number of times or until all characters are assigned, i.e. when $F = \emptyset$. In each iteration of the procedure, the working sets are initialized in line 2 and the threshold probability is set to 1 in line 3. The purpose of the threshold is to control whether a new key should be selected. Since it is initially set to 1, then in the first iteration of the until loop in lines 4 to 19, the procedure always selects a new (first) key. At each iteration of the until loop, the threshold is updated in line 17 such that it will be more likely that a new key is selected when there are few characters that can be assigned to keys in the current set $R$. The until loop consists of two stages. With probability equal to the threshold, the first stage (lines 5 to 9) selects a new key in line 6, updates the sets $L$ and $CL$ in line 7, and in line 8 determines the set $T$ of characters that can be assigned to some selected key. In the second stage (lines 10 to 18), the procedure randomly selects a character from set $T$ in line 11, updates the sets $T$, $F$, and $CF$ in line 12, creates the key set $R$ in line 13, randomly selects a key from that set in line 14, makes the assignment of the character to the key in line 15, determines the set $T$ of characters that can be assigned to some selected key in line 16, and updates the threshold probability in line 17. The until loop is repeated until both sets $T$ and $L$ are empty in line 19. The while loop ends either with a valid assignment in line 25 (indicated by $F = \emptyset$) or with no solution found determined in line 23.

2.2. Approximate local search.

The construction procedure of Subsection 2.1 produces a feasible solution $p$ that is not guaranteed to be locally optimal. A local search procedure is applied starting at $p$ to find an approximate local minimum. The local search procedure makes use of two neighborhood structures which we call 1-move and 2-move. A solution in the 1-move neighborhood of $p$ is obtained by changing one character-to-key assignment in $p$. Likewise, a solution in the 2-move neighborhood of $p$ is obtained by simultaneously changing two character-to-key assignments in $p$.

One way to carry out a local search in these neighborhoods is to evaluate moves in the 1-move neighborhood and move to the first improving solution. If no 1-move improving solution exists, 2-move neighborhood solutions are evaluated and a move is made to the first improving solution. Another way to carry out the local search is to evaluate all 1-move and 2-move neighborhood solutions and move to the best improving solution. In both variants, the search is repeated until no improving solution in the neighborhoods exists. We propose a tradeoff approach here. Instead of evaluating all of the 1-move and 2-move neighborhood solutions, we sample these neighborhoods and populate a candidate list with improving solutions. One of the solutions from the candidate list is randomly selected and a move is made to that solution. The search is repeated until no improving solution is sampled. Because solutions are sampled, not all neighbors may be evaluated. Consequently, the best solution found may not be a local minimum. Mateus et al. (2011) call this solution an approximate local minimum.
Data : $\bar{t} = \text{maximum number of tries}$
Result : Solution $x \in \mathcal{X}$

1 while $k < \bar{t}$ and $F \neq \emptyset$ do
2     $F \leftarrow \mathcal{N}$; $CF \leftarrow \emptyset$; $L \leftarrow \mathcal{M}$; $CL \leftarrow \emptyset$; $T \leftarrow \emptyset$;
3     Set threshold $\leftarrow 1$;
4     repeat
5         if $L \neq \emptyset$ and random([0,1]) $\leq$ threshold then
6             Randomly select a key $l \in L$;
7             Update sets $L \leftarrow L \setminus \{l\}$ and $CL \leftarrow CL \cup \{l\}$;
8             Set $T \subseteq F$ to be all characters with area demands less than or equal to the maximum slack in $CL$;
9         end
10        if $T \neq \emptyset$ then
11           Randomly select a character $f \in T$;
12           Update sets $T \leftarrow T \setminus \{f\}$; $F \leftarrow F \setminus \{f\}$; and $CF \leftarrow CF \cup \{f\}$;
13           Create set $R \subseteq CL$ to be all keys having slack greater than or equal to area demand of character $f$;
14           Randomly select a key $l \in R$;
15           Assign character $f$ to key $l$;
16           Set $T \subseteq F$ to be all characters with area demands less than or equal to the maximum slack in $CL$;
17           Set threshold $\leftarrow 1 - |T|/|F|$;
18        end
19     until $T = \emptyset$ and $L = \emptyset$;
20     $k \leftarrow k + 1$;
21 end
22 if $F \neq \emptyset$ then
23     Solution not found;
24 else
25     return assignment $x \in \mathcal{X}$;
26 end

Algorithm 2: Pseudo-code for GreedyRandomized: Greedy randomized construction procedure.
Pseudo-code for the approximate local search is shown in Algorithm 3. The procedure takes as input the starting solution $\pi$ and two parameters, MaxCLS and MaxItr, which control the sampling. The repeat until loop in lines 1 to 13 is repeated until an approximate local minimum is produced. In line 2, the sampling counter count and the candidate list CLS are initialized. At each iteration of the inner loop in lines 3 to 9, the 1-move and 2-move neighborhoods of $\pi$ are sampled without replacement by procedure $\text{Move}(\pi)$ in line 4. If this neighbor is an improving feasible solution, it is inserted into CLS in line 6. This is repeated until either the candidate list is full or a maximum number of neighbors have been sampled. In lines 10 to 12, if the candidate list is not empty, an assignment $\pi \in \text{CLS}$ is randomly chosen. If the set CLS is empty after the sampling process, the procedure terminates returning $\pi$ as an approximate local minimum in line 14. Otherwise, the procedure moves to a solution in CLS, repeating the outer loop.

\begin{verbatim}
Data : $\pi$, MaxCLS, MaxItr
Result : Approximate local minimum $\pi$
1 repeat
2   \hspace{1em} count ← 0; CLS ← \emptyset;
3     repeat
4         \hspace{1em} $\pi' \leftarrow \text{Move}(\pi)$;
5         \hspace{1em} if $\pi'$ is feasible and cost($\pi'$) < cost($\pi$) then
6         \hspace{1em} \hspace{1em} CLS ← CLS ∪ {$\pi'$};
7         \hspace{1em} end
8         \hspace{1em} count ← count + 1;
9     until |CLS| ≥ MaxCLS or count ≥ MaxItr;
10     if CLS ≠ \emptyset then
11        \hspace{1em} \hspace{1em} Randomly select a solution $\pi \in \text{CLS}$;
12     end
13 until CLS = \emptyset;
14 return $\pi$;
\end{verbatim}

Algorithm 3: Pseudo-code for $\text{ApproxLocalSearch}$: Approximate local search procedure.

2.3. Path-relinking

Motived by the fact that a single move from a solution $x$ in the direction of a target solution $x_t$ does not guarantee the feasibility of the new constructed solution, a new variant of path-relinking is proposed in Mateus et al. (2011).

Suppose that among the differences between $x$ and $x_t$ is the key assigned to character $f$. In other words, while the key assigned to $f$ in $x_t$ is $l$, the key assigned to $f$ in $x$ is $l'$, with $l \neq l'$. In this case, it is not necessarily feasible to perform a move in $x$ that assigns $f$ to $l$. If the capacity $Q_l$ is not violated, then the new solution is feasible. Otherwise, a repair procedure must be applied to try to make it feasible.

In this repair procedure, a character set $F$ is created with all not yet fixed characters assigned to key $l$ for which capacity is violated. Next, the set $T \subseteq F$ is constructed with all characters in $F$ having area demands less than or equal to the maximum available capacity of keys in $M$. After a character from $T$ is randomly selected, set $R$ consists of keys in $M$ that can accommodate it. A key is selected from set $R$ and the character is assigned to it. This process is repeated until the capacity of key $l$ has a nonnegative slack.
The path-relinking process is a sequence of steps from \( x_s \) to \( x_t \). In each step a move is performed from the current solution \( x \) with or without repair. Next, a character \( i \) is randomly selected from a set composed of all not yet fixed characters corrected in the step. A character is corrected when its key becomes the same as the one assigned to it in the target solution \( x_t \). After character \( i \) is fixed, the next step begins. This process continues until the target solution \( x_t \) is reached or when no feasible solution is obtained from \( x \).

Algorithm 4 shows pseudo-code for the path-relinking procedure. The algorithm takes as input \( \pi_s \) and \( \pi_t \), the starting and target solutions, respectively, and outputs the best solution \( \pi^* \) in path from \( \pi_s \) to \( \pi_t \). Initially, the best solution in the path is set as \( \pi^* \) in line 1 and its corresponding objective function is assigned to \( f^* \) in line 2. In line 3, the current solution \( \pi' \) is initialized with \( \pi_s \), and the working sets \( Fix \) and \( nonFix \) are respectively initialized empty and with \( N \). The while loop in lines 5 to 35 is repeated until all characters in \( \pi' \) are assigned to the same keys assigned to them in \( \pi_t \), i.e. the set \( \phi(\pi', \pi_t) = \{ i \in N | \pi'(i) \neq \pi_t(i) \} \) is empty, where \( \pi'(i) \) and \( \pi_t(i) \) are the keys assigned to character \( i \) in solutions \( \pi' \) and \( \pi_t \), respectively.

After the set \( B \) of best solutions is set to empty in line 6, each while loop iteration consists of two stages. The first stage in lines 7 to 20 implements the path-relinking step. It creates set \( B \) with the best feasible solutions constructed from the current solution \( \pi' \). In line 6, \( B \) is initialized as empty. Each character \( v \in \phi(\pi', \pi_t) \) is analyzed in lines 7 to 20 to create the set \( B \) with the best feasible solutions constructed from the current solution \( \pi' \). Procedure \( makeFeasible \) is applied in line 8 to character \( v \) to attempt to create a new solution \( \bar{\pi} \) from \( \pi' \). The application of \( makeFeasible \) to character \( v \) can either result in a feasible or infeasible solution. In case \( makeFeasible \) returns a feasible solution \( \bar{\pi} \notin B \), \( \bar{\pi} \) is added to \( B \) if \( \bar{\pi} \) is not yet full. Otherwise, if \( B \) is full and solution \( \bar{\pi} \notin B \) is not worse than any elite solution, then \( \bar{\pi} \) is added to \( B \) replacing some other elite solution.

In the second stage (lines 21 to 34), the procedure first randomly selects a solution \( \pi \) from set \( B \) in line 22. Then, in line 25, it selects at random a character \( i \in I = \phi(\pi', \pi_t) \ \setminus (\phi(\pi', \pi_t) \cap \phi(\pi, \pi_t)) \), where \( I \) is defined in line 24 as the set containing all unfixed characters whose keys were corrected in the previous path-relinking step. A character is corrected when its key becomes the one assigned to it in the target solution. After fixing character \( i \in I \), sets \( Fix \) and \( nonFix \) are updated in line 26. Finally, the next path-relinking step solution \( \pi' \) is set as \( \pi \) in line 27 and, if \( f(\pi') < f^* \), then the best cost \( f^* \) and best solution \( \pi^* \) are updated in lines 29 and 30, respectively. However, if in some path-relinking step no feasible solution is obtained from \( \pi' \), the while loop is interrupted, returning the current solution \( \pi^* \) as the result in line 33. If the target solution is reached, then \( \pi^* \) is returned in line 36.

This path-relinking is different from the standard variant because given solutions \( x_s \) and \( x_t \), their commons elements are not kept fixed a priori, such that a small portion of the solution space spanned by the remaining elements is explored. The new variant fixes one character at time at each step.

3. Experimental results

In this section, we present results on computational experiments with the GRASP with path-relinking (GRASP-PR) for MTSFKP. Due to the fact that this KLP variant is original, there are not algorithms available in the literature for comparison of results. Therefore, we will present just the results of our algorithm. First, we describe our test environment. Next, we apply our implementation on four real language benchmarks: English, French, Spanish, and Italian.

3.1. Test environment.

All experiments with GRASP-PR were done on a Dell PE1950 computer with dual quad core 2.66 GHz Intel Xeon processors and 16 Gb of memory, running Red Hat Linux nesh version XX.
Data : Starting solution \( \pi_s \), target solution \( \pi_t \), and candidate size factor \( \eta \)

Result : Best solution \( \pi^* \) in path from \( \pi_s \) to \( \pi_t \)

1. \( \pi^* \leftarrow \text{argmin}\{f(\pi_s), f(\pi_t)\}; \)
2. \( f^* \leftarrow f(\pi^*); \)
3. \( \pi' \leftarrow \pi_s; \ Fix \leftarrow \emptyset; \ nonFix \leftarrow N; \)
4. Compute difference \( \varphi(\pi', \pi_t) \) between solution \( \pi' \) and \( \pi_t \);
5. while \( \varphi(\pi', \pi_t) \neq \emptyset \) do
   6. \( B \leftarrow \emptyset; \)
   7. for \( \forall v \in \varphi(\pi', \pi_t) \) do
      8. Move the character \( v \) in \( \pi' \) to the same key \( l \) assigned to \( v \) in \( \pi_t \); \( \pi \leftarrow \text{makeFeasible}(\pi', v); \)
      9. if \( \pi \) is feasible then
         10. if \( |B| \geq \eta \cdot |\varphi(\pi', \pi_t)| \) then
             11. if \( c(\pi) \leq \max\{c(\pi) \mid \pi \in B\} \) and \( \pi \notin B \) then
                 12. replace the element most similar to \( \pi \) among all elements with cost worst than \( \pi \);
            end
         end
      13. else if \( \pi \notin B \) then
          14. \( B \leftarrow B \cup \{\pi\}; \)
      end
   end
   15. if \( B \neq \emptyset \) then
      16. Randomly select a solution \( \pi \in B; \)
      17. Compute difference \( \varphi(\pi, \pi_t) \) between solution \( \pi \) and \( \pi_t \);
      18. Set \( I = \varphi(\pi', \pi_t) \setminus (\varphi(\pi', \pi_t) \cap \varphi(\pi, \pi_t)) \);
      19. Randomly select a character \( i \in I; \)
      20. \( Fix \leftarrow Fix \cup \{i\}; \) \( nonFix \leftarrow nonFix \setminus \{i\}; \)
      21. \( \pi' \leftarrow \pi; \)
      22. if \( f(\pi') < f^* \) then
          23. \( f^* \leftarrow f(\pi'); \)
          24. \( \pi^* \leftarrow \pi'; \)
      end
   else
      25. return assignment \( \pi^* \);
   end
5. end
6. return assignment \( \pi^* \);

5.1.19.6 (CentOS release 5.2, kernel 2.6.18-53.1.21.el5). The GRASP-PR heuristic was implemented in Java and compiled into bytecode with javac version 1.6.0_05. The random-number generator is an implementation of the Mersenne Twister algorithm (Matsumoto and Nishimura., 1998) from the COLT\(^1\) library. The stopping criteria used in the experiments were a target solution equals to zero, associated with a maximum number (100,000) of iterations without improvement.

We adopt the same procedure reported by DellAmico et al. (2009) as follows. A list of the most frequent words of each language has been taken from the following sources. For English and Spanish frequency lists web site http://www.wiktionary.org; for French a list of words extracted from the CDROM of Monde Diplomatique (1987-1997) by prof. Jean Véronis (http: //www.up.univ-mrs.fr/~veronis); for Italian the word’s list has been taken from the linguistic laboratory of the Scuola Normale Superiore of Pisa (http://alphalinguistica. sns.it). These lists give us the frequency of appearance of each word in the corresponding language. The first 10,000 words were selected from each list. Using a parsing method the frequency of the transition between each pair of consecutive symbols has been obtained. Punctuation has been omitted from our count, while space at the beginning and at the end of each word was included, as well as the apostrophe and symbol '-' (minus), for the English language.

For each of the real language benchmarks, we report in Figure 1 the layout and the corresponding solution value of the best assignment found by the GRASP with path-relinking for MTSFKLP during all runs: 4194.0 (English), 86.0 (French), 1290.0 (Spanish) and 0.0 (Italian). We can observe that the GRASP-PR heuristic was able to find the optimal solution for Italian language. The running times spent to find these solutions were 1.395, 0.655, 0.438, and 0.183 seconds, respectively.

4. Conclusions
In this paper, we revisited the GRASP with path-relinking heuristic for the generalized quadratic assignment problem (GQAP) of Mateus et al. (2011) and applied the heuristic to solve the multi-tap single-finger keypad layout problem (MTSFKLP) as a generalized quadratic assignment problem (GQAP). We illustrate the solution method using four real language benchmarks: English, French, Spanish, and Italian. The promising results shown here illustrate the potential of GRASP-PR for MTSFKLP.
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