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ABSTRACT
Heuristics for bandwidth reduction of matrices is used to reduce computational and

storage costs of resolution of large sparse linear systems. Bandwidth reduction consists of carrying

out permutations of lines and columns so that the coefficients remain near the main diagonal. When

considering an adjacency matrix of a graph, bandwidth reduction can be considered in the sense

of modifying the order in which the graph vertices are numbered. In this study, heuristics for

bandwidth reduction are revised aiming at determining which of them offers the best bandwidth

reduction at a very low computational cost. Specifically, heuristics not based on metaheuristics are

reviewed. Moreover, 44 heuristics tested for bandwidth reduction were found. Among them, 4 are

recommended as possible state-of-the-art heuristics for addressing the problem.
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1. Introduction
Resolution of large sparse linear systems Ax = b, in which A is a sparse matrix, is cen-

tral in various simulations in science and engineering and is generally the part of the simulation

that requires the highest computational cost. The main origin of problems with large-scale matri-

ces arises from discretization of elliptical or parabolic partial differential equations (BENZI, 2002).

The methods of finite elements, finite differences and finite volumes are some of the most popular

numerical methods for problem solving related to physical phenomena that are modeled by partial

differential equations. Large sparse linear systems are produced when these methods are applied.

On the other hand, large sparse linear systems are also originated from problems that are not mod-

eled by partial differential equations such as chemical engineering processes, design and analysis

of integrated circuits, and power system networks (BENZI, 2002). Benzi (2002) described the main

fields in which large sparse linear systems are required to be solved.

One needs a great deal of memory space and high processing cost to store and to solve

these large-scale linear systems. For example, Kaveh (2004, p. 221) described that in structural

mechanics, ranging from 30% to 50% of the computational cost can be associated to solving lin-

ear systems for real-world problems and this computational cost may achieve 80% in non-linear

problems for optimization of structures.

The current hierarchical memory architecture and the paging policies favor programs that

consider locality of reference. Thus, a major concern when projecting a new algorithm should be

considering cache coherence, i.e., in the address memory space, a sequence of recent memory ref-

erences is clustered locally rather than randomly. A way of projecting an algorithm to obtain a

sequence of graph vertices with cache coherence is with heuristics for bandwidth reduction. There-

fore, heuristics for bandwidth reduction are used to obtain low computational and storage costs for

solving large sparse linear systems.

Let A = [aij ] be a symmetric matrix n× n. The bandwidth of line i ∈ [1, n] is βi(A) =
i −min(j : (1 ≤ j < i) aij �= 0). Bandwidth β(A) is the largest distance between the non-null

coefficient of the lower triangular matrix and the main diagonal, considering all lines of the matrix,

that is, β(A) = max((1 ≤ i ≤ n) βi(A)) = max((1 ≤ i ≤ n) (1 ≤ j < i) (i− j) | aij �= 0).

Heuristics for bandwidth reduction are vertex reordering methods and they can reduce the

computational cost of direct and iterative methods for solving linear systems. More specifically,

heuristics for bandwidth reduction can benefit the Gaussian elimination (and methods based on it)

if the matrix is symmetric. According to Tarjan (1975), the Gaussian elimination requires O(n ·β2)
operations to solve a linear system with n lines and bandwidth β. Clearly, if β ∼= n, then, O(n3)
operations are carried out. Also, the Gaussian elimination requires O(n · β) spaces in memory

when a storage system based on vectors is employed. Although direct methods for solving linear

systems are superseded by super-nodal and multi-frontal solvers, bandwidth reduction can benefit

implemented applications with direct methods. On the other hand, iterative methods are used when

scalability is a crucial aspect of the application. A prominent method for solving large sparse lin-

ear systems is the Conjugate Gradient Method (HESTENES; STIEFEL, 1952; LANCZOS, 1952).

One can obtain considerable reduction in the computational cost of this method by applying a lo-

cal ordering of the vertices (DUFF; MEURANT, 1989) of the corresponding graph of A in order

to improve cache hit rates. This local ordering can be obtained by applying a heuristic for band-

width reduction (BURGESS; GILES, 1997; DAS et al., 1992). Moreover, Benzi, Szyld and Duin

(1999) showed that heuristics for bandwidth reduction can benefit the computational cost of the

Generalized minimal residual (GMRES) method (SAAD; SCHULTZ, 1986).

The bandwidth minimization problem seems that began in the 1950s when structural en-

gineers investigated the computational resolution of large sparse linear systems and were already

concerned about the bandwidth of the matrices - for example, see Livesley (1960) and references

cited therein. The bandwidth minimization problem can be understood as finding the smallest

bandwidth of a symmetric matrix. Papadimitriou (1976) showed that this problem is hard. When
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an arbitrary integer k and a graph G are given, Garey et al. (1978) demonstrated that the following

decision problem is NP-complete: whether or not there exists an ordering of the vertices such that

the adjacency matrix of G has bandwidth ≤ k, even when G is defined by the class of free trees with

all vertices of degree ≤ 3. Checking all n! possible sequences associated to a matrix of a sufficient

large n is unfeasible. Thus, many heuristics have been proposed for the bandwidth, profile and/or

wavefront reduction since the 1960s. These problems are interrelated but independent. Bandwidth

reduction of a matrix is carried out by means of permutations of its lines and columns in a way

that allows the non-null coefficients to remain near the main diagonal. Certainly, when consider-

ing the adjacency matrix of a graph, bandwidth reduction can be regarded as altering the order in

which the vertices of this graph are numbered. For example, vertices of graph shown in Figure 1

are renumbered in Figure 2 so that the bandwidth of its adjacency matrix is reduced.

Figure 1: A graph and its adjacency matrix.
Figure 2: Vertices of graph shown in Figure 1

renumbered and its adjacency matrix.

As many heuristics for bandwidth reduction have been published, finding out which of

them is the best one is not a simple task because of the characteristics of the problem to be solved

such as: size and sparseness of the matrix, disposal and distribution of the non-null coefficients,

required memory, profile of the matrix, envelope, and bandwidth (BERNARDES; GONZAGA DE

OLIVEIRA, 2015). The large number of heuristics available means that the user has a difficult task

to decide which heuristic to apply. Several comparisons among heuristics have been published;

but only for a few of them. In addition, there have been few reviews published on this matter.

Cuthill (1972) carried out a comparative study among results of the heuristics known up to 1971.

In 1976, Gibbs, Poole and Stockmeyer (1976) made comparisons between the results of 6 heuris-

tics. Benzi (2002) reviewed preconditioning techniques for iterative solution of large sparse linear

systems. This review focused on techniques to improve performance and reliability of Krylov sub-

space methods. However, this review was not strictly on heuristics for bandwidth reduction. More

recently, a systematic review of metaheuristic-based heuristics for bandwidth reduction was ad-

dressed by Chagas and Gonzaga de Oliveira (2015). In addition, a systematic review of heuristics

for profile (and envelope) reduction was addressed by Bernardes and Gonzaga de Oliveira (2015).

Some heuristics for this problem reduce the bandwidth significantly; however, these

heuristics may demand considerable computational cost to accomplish the task. It should be noted

that the benefits obtained in the total computational cost in solving a large sparse linear system after

the matrix bandwidth reduction should not be impaired by the high computational costs required to

perform the proper bandwidth reduction. In addition, a large bandwidth reduction may result in a

small computational cost reduction incurred for solving the a linear system. Thus, this systematic

investigation of heuristics for bandwidth reduction is limited to methods that are not based on meta-

heuristic. It was undertaken aiming at determining heuristics that present reasonable bandwidth

reduction at very low computational cost because a reasonable bandwidth reduction by a very fast

heuristic may be better than a very large bandwidth reduction provided by a heuristic with high

computational cost.

This present study is structured as follows. Section 2 is concerned about how the system-

atic inquiry was carried out in this study. Section 3 addresses simulations performed by researchers
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among results of heuristics not based on metaheuristic. Section 4 outlines the best possible heuris-

tics for bandwidth reduction regarding to the best benefits in terms of bandwidth reduction at a very

low computational cost. Section 5 concludes this study with final considerations and recommenda-

tions for future studies.

2. Systematic review
Similarly to the review of metaheuristic-based heuristics for bandwidth reduction pre-

sented by Chagas and Gonzaga de Oliveira (2015), this present review began in May, 2014, and

concerns heuristics for bandwidth reduction that are not based on metaheuristics. It was conducted

with the aid of Scopus R© and Google Scholar databases.

A search was performed in Scopus R© database using the terms: TITLE-ABS-

KEY((matrix bandwidth reduction) or (matrix bandwidth minimization)). These terms were

searched in the title, abstract and keywords of the articles indexed in the database. This search

resulted in 502 articles. Among these articles retrieved, heuristics for bandwidth reduction de-

signed by techniques that are not based on metaheuristics were selected. The titles and abstracts of

the articles found were then read independently by two reviewers and as there were no disagree-

ments in the selections made, a third reviewer was not needed. As well as the articles that met

the eligibility criteria, other articles were analyzed to support some of the concepts involved in the

heuristics that had been identified (CHAGAS; GONZAGA DE OLIVEIRA, 2015).

In addition, Google Scholar database was also searched to find additional publications

related to specific heuristics. Then, to have a clear comparison of the studies selected, data were

extracted according to the following headings: authors, year of publication, results and conclusions

(CHAGAS; GONZAGA DE OLIVEIRA, 2015). Among the 502 articles retrieved, 16 heuristics

that are not based on metaheuristics were selected and are shown in Table 1.

Article Heuristic
Grooms (1972) Grooms

Collins (1976) Collins

Konishi, Shiraishi and Taniguchi (1976) Konishi-Shiraishi-Taniguchi

Puttonen (1983) Puttonen

Recuero and Gutierrez (1984)
R&G1

R&G2

Burgess and Lai (1986) Burgess-Lai

Kaveh (1986) Four-steps

Luo (1992) Luo

Scott and Han (1994)
SHR

SHG

Esposito et al. (1998) WBRA

Del Corso and Romani (2001) Del Corso-Romani

Wang, Guo and Shi (2009) GGPS

Glüge (2010) Glüge

Doss and Arathi (2011) Doss-Arathi

Table 1: 16 heuristics not based on metaheuristics found by using Scopus R© database.

After this, a backward citation tracking was performed based on the articles found. As

well as the 502 retrieved articles, other 21 heuristics that are not based on metaheuristic were found.

This means that some of the 502 articles cited other articles in which other heuristics were proposed.

These 21 heuristics are listed in Table 2. These cited articles were naturally analyzed too. In

addition, 3 other heuristics not based on metaheuristics were found in the second-phase backward

citation tracking. These heuristics are listed in Table 3.

It should be noted that the publication of GowriSankaran, Miller and Opatrny (1990)

(cited in Dueck and Jeffs (1995)) in particular is not a heuristic for bandwidth reduction. Despite
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its title, GowriSankaran, Miller and Opatrny (1990) proposed two algorithms for generating level

structures from trees.

Article retrieved from Scopus R© Heuristic cited

Arathi, Doss and Kanakadurga (2012)

Alway and Martin (1965)

Rosen (1968)

CM (CUTHILL; MCKEE, 1969)

RCM (GEORGE, 1971)

GPS (GIBBS; STOCK; STOCKMEYER, 1976)

GowriSankaran and Opatrny (1990)

Gibbs, Poole and Stockmeyer (1976)

King (1970)

Levy (1971)

Wang (1973)

Lim, Rodrigues and Xiao (2006) Arany, Martin and Szoda (1971)

Scott and Han (1994)
Cheng (1973)

NSAS (ARMSTRONG, 1984)

Recuero and Gutierrez (1984) Rodrigues (1975)

Smyth (1985) Smyth and Arany (1976)

Wang, Guo and Shi (2009)
Gibbs-King (GIBBS, 1976)

Boutora et al. (2007)

Kaveh and Roosta (1999) Razzaque (1980)

Doss and Arathi (2011) Taniguchi and Shiraishi (1980)

Mamaghani and Meybodi (2011) RCM-GL (GEORGE; LIU, 1981)

Burgess and Lai (1986) Martin and Alarcon (1982)

Koohestani and Poli (2011) Spectral (BARNARD; PHOTEN; SIMON, 1995)

Table 2: 21 heuristics not based on metaheuristics found in the first-phase backward citation tracking in the

502 articles retrieved from Scopus R© database.

Article retrieved from Scopus R© Cited article Heuristic found
Lai and Chang (2004) Snay (1976) Akyuz and Utku (1968)

Gibbs, Poole and Stockmeyer (1976) Levy (1971) Melosh and Bandford (1969)

Kaveh and Roosta (1999) Everstine (1979) Akhras and Dhatt (1976)

Table 3: 3 other heuristics not based on metaheuristics found in a second-phase backward citation tracking.

Simulations and comparisons related to these 40 heuristics were analyzed. As a result

of this analysis, no other article was found that showed simulations and comparisons in a manner

that could suggest that 4 heuristics (RCM-GL, Burgess-Lai, Wonder Bandwidth Reduction Algo-

rithm (WBRA), and Generalized GPS (GGPS)) might be considered to be surpassed by any other

heuristic. Apart from these 4 heuristics, no other simulation or comparison showed that the heuris-

tic of Razzaque (1980) could be superseded by any other heuristics in the articles analyzed. Thus,

these 5 heuristics were searched in Google Scholar by: “paper’s title” “authors’ surname” “year”

matrix bandwidth reduction. The reason for this was to find other articles that had simulations

and comparisons related to these 5 heuristics. In this search, the heuristic of Santos and Groehs

(1988) was found. This heuristic arose from the publication of Razzaque (1980). Thus, 41 heuris-

tics were found at this stage of this systematic review. When the heuristic of Santos and Groehs

(1988) was found, our interest was to find out if there were any other heuristics for bandwidth

reduction published in that journal. Thus, we searched in the journal Mecánica Computacional

(http://www.cimec.org.ar/ojs/index.php/mc/index) by: “Minimização de largura de banda”. As a

result of this, the heuristics of Ramalho and Corrêa (1991) and of Serra (1997) were found. In turn,

when studying this article, the heuristic of Teixeira and Groehs (1991) was found. Thus, a total of

44 heuristics for bandwidth reduction were found in this systematic review. It should be noted that

these 44 heuristics are not based on metaheuristics.
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3. Comparisons of results of heuristics that are not based on metaheuristics
In this section, simulations performed by researchers among results of heuristics that are

not based on metaheuristic are addressed. Similarly to the analysis carried out in Chagas and Gon-

zaga de Oliveira (2015), the GPS heuristic was employed as a benchmark, but it was not the only one

used in the assessments and comparisons carried out among the results of the heuristics for band-

width reduction. The GPS heuristic computes bandwidth reduction at a low computational cost.

Since it is a classic heuristic for bandwidth reduction, it has been widely employed by researchers

to compare the results of heuristics in this matter. Details of the assessments and comparisons are

described below.

The 44 heuristics for bandwidth reduction found that are not based on metaheuristics are

listed in the first column of Table 4. In their work, the heuristics’ authors compared results of their

heuristics with results of other heuristics. Those comparisons made by the authors were studied

seeking to identify heuristics that might have been surpassed by other heuristics. In the second

column of Table 4, it is shown heuristics whose results (bandwidth reduction) surpassed (without

considering computational cost) or showed comparable results but with lower computational cost

than the heuristic shown in the first column. These tests have been outlined in publications shown in

the third column of Table 4. Heuristics listed in Table 4 that cannot be directly considered surpassed

are commented below.

No other comparisons of results made with the heuristic of Arany, Martin and Szoda

(1971) and with the heuristic of GowriSankaran and Opatrny (1990) were found. The papers in

which these heuristics were proposed were not found as well. Thus, only the titles and abstracts

of these papers were read. Therefore, these heuristics were not included as the possible best for

bandwidth reduction.

We found 9 heuristics that outperformed results of the GPS heuristic. The identified

heuristics not based on metaheuristics that outperformed results of the GPS heuristic are: NSAS

(ARMSTRONG, 1984), heuristics of Burgess and Lai (1986), Luo (1992), SHR (SCOTT; HAN,

1994); SHG (SCOTT; HAN, 1994); RCM with George-Liu algorithm (GEORGE; LIU, 1979) to

find a pseudo-peripheral initial vertex (RCM-GL (GEORGE; LIU, 1981)), with tests presented by

Esposito et al. (1998); WBRA (ESPOSITO et al., 1998); heuristic of Boutora et al. (2007); and

GGPS (WANG; GUO; SHI, 2009).

Smyth and Arany (1976) presented few tests with small instances with their heuristic.

They compared results of the proposed heuristic, which in this study is named as SA76, with results

presented by the GPS heuristic. One can state that results of the SA76 heuristic were similar to

results of the GPS heuristic. As results of the GPS heuristic were considered surpassed by other

heuristics, the SA76 heuristic was considered also surpassed.

Recuero and Gutierrez (1984) proposed two heuristics for bandwidth reduction. These

two heuristics are named in this present study as R&G1 and R&G2. The results of these heuris-

tics were compared with results of the following heuristics: Cuthill and McKee (1969), of Akyuz

and Utku (1968), of Rosen (1968), of Grooms (1972) and with the heuristic of Rodrigues (1975),

in 6 small instances ranging from 15 to 52 vertices. The R&G1, R&G2 and the heuristic of Ro-

drigues (1975) obtained similar results to the CM heuristic, which is considered surpassed by other

heuristics. In addition, the R&G1 heuristic may have high computational cost in certain instances,

according to the authors. Therefore, these 3 heuristics were not considered as the possible best ones

for bandwidth reduction.

The RCM-GL heuristic and the heuristic of Burgess and Lai (1986) are commented in

subsection 4 as a possible best heuristics for bandwidth reduction because we did not find any re-

sult that provided evidence that these heuristic were surpassed by any other heuristic, taking into

account both bandwidth reduction and computational cost. The WBRA heuristic is also commented

in subsection 4 as a possible best heuristic for bandwidth reduction because it showed much lower

computational cost than the heuristics that surpassed it in bandwidth reduction (see Table 4). The
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Heuristic Year Surpassed in bandwidth reduction by Tests in
Alway-Martin 1965 GPS Gibbs (1980)

Akyuz-Utku 1968

CM, Rodrigues, Recuero-Gutierrez Recuero and Gutierrez (1984)

CM, RCM, Collins, Akhras-Dhatt,
Serra (1997)

Teixeira-Groehs and Serra

Rosen 1968

CM, Grooms, Rodrigues and Recuero-Gutierrez Recuero and Gutierrez (1984)

Melosh-Bandford, CM, RCM, Grooms, Collins,
Serra (1997)

Akhras-Dhatt, Teixeira-Groehs, and Serra

CM 1969

RCM George (1971)

NSAS Armstrong (1984)

Burgess-Lai Burgess and Lai (1986)

Melosh-Bandford 1969 Collins and Serra Serra (1997)

King 1970

RCM, Collins and GPS Gibbs, Poole and Stockmeyer (1976)

Gibbs-King Gibbs (1976)

GPS Gibbs (1980)

Arany-Smyth-Szoda 1971 - -

Levy 1971 CM and RCM Cuthill (1972)

RCM 1971 GPS Gibbs, Poole and Stockmeyer (1976, 1976)

Grooms
1972

Puttonen Puttonen (1983)

CM, Rodrigues, Recuero-Gutierrez, Recuero and Gutierrez (1984)

Puttonen, Burgess-Lai, Burgess and Lai (1986)

CM, RCM, Collins and Serra Serra (1997)

Cheng 1973 RCM, Collins and GPS Gibbs, Poole and Stockmeyer (1976)

Collins 1973
GPS Gibbs, Poole and Stockmeyer (1976)

CM and Ramalho-Corrêa Ramalho and Corrêa (1991)

Wang 1973 RCM, Collins and GPS Gibbs, Poole and Stockmeyer (1976)

Rodrigues 1975 - -

Konishi-Shiraishi-Taniguchi1 1976 Burgess-Lai Burgess and Lai (1986)

Smyth-Arany 1976 - -

Akhras-Dhatt 1976

Collins Serra (1997)

Puttonen Puttonen (1983)

Puttonen and Burgess-Lai Burgess and Lai (1986)

GPS 1976 - -

Gibbs-King 1976 GPS Gibbs (1976) and Gibbs (1980)

Taniguchi-Shiraishi 1980 CM Taniguchi and Shiraishi (1980)

Razzaque 1980 CM, Grooms and Santos-Groehs Santos and Groehs (1988)

RCM-GL 1981
WBRA Esposito et al. (1998)

GPHH-band Koohestani and Poli (2011)

Martin-Alarcon 1982 Burgess and Lai Burgess and Lai (1986)

Puttonen 1983 Burgess and Lai Burgess and Lai (1986)

R&G1 1984 - -

R&G2 1984 - -

NSAS 1984 SHR Scott and Han (1994)

Four-steps 1986 CSS-band2 Kaveh and Sharafi (2012)

Burgess-Lai 1986 - -

Santos-Groehs 1988 CM and Grooms Santos and Groehs (1988)

GowriSankaran-Opatrny 1990 - -

Ramalho-Corrêa 1991 CM Ramalho and Corrêa (1991)

Teixeira-Groehs 1991 RCM and Collins Serra (1997)

Luo 1992 GPS Luo (1992)

SHG 1994 SHR Scott and Han (1994)

SHR 1994 TS-band2,3(MARTÍ et al., 2001)
Scott and Han (1994) and

Lim, Lin and Xiao (2007)

Spectral4 1995
RCM Del Corso and Romani (2001)

GPHH-band2 Koohestani and Poli (2011)

Serra 1997 Collins Serra (1997)

WBRA 1998

ACO-band2 (LIM et al., 2006) Lim et al. (2006)

NS-HC2 (LIM; RODRIGUES; XIAO, 2006) Lim, Rodrigues and Xiao (2006)

PSO-HC2 (LIM; LIN; XIAO, 2007) Lim, Lin and Xiao (2007)

Del Corso-Romani 2001 RCM Del Corso and Romani (2001)

Boutora et al. 2007 TS-band2,3 (MARTÍ et al., 2001) Boutora et al. (2007) and Martı́ et al. (2001)

GGPS 2009 - -

Glüge 2010 - -

Doss-Arathi 2011 - -

1 The article was not found and probably the heuristic is not based on metaheuristics.
2 Heuristic not based on metaheuristics; therefore, it was not considered in this work.
3 Indirect comparisons related to the GPS heuristic.
4 Heuristic originally designed for profile reduction, but its results were compared to other heuristics for bandwidth reduction.

Table 4: Comparisons among results of heuristics for bandwidth reduction that are not based on metaheuris-

tics. Heuristics without being filled in columns “Surpassed in bandwidth reduction by” and “Tests in” are

described in the text.
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GGPS heuristic is also commented in subsection 4 because it presented results in bandwidth reduc-

tion that stood out compared to other heuristics.

The heuristic of Boutora et al. (2007) is a modified breadth-first search applied to triangu-

lar meshes. The executables tested by Boutora et al. (2007) were produced by different compilers:

Fortran 90 for the proposed heuristic and Fortran for the GPS heuristic. In addition, Boutora et

al. (2007) stated that they chose a vertex at the border of the domain as the initial vertex for their

heuristic for bandwidth reduction. A vertex at the border of the domain can be easily obtained

in certain finite volume or element discretizations. Additionally, this is beneficial with regard to

applying an algorithm to find an initial vertex to begin the ordering of vertices. This may have pro-

duced the fastest results of the heuristic of Boutora et al. (2007) compared with results of the GPS

heuristic. On the other hand, the heuristic of Boutora et al. (2007) was not considered as a possible

best heuristic for bandwidth reduction because it is specific to triangular meshes.

The heuristic of Glüge (2010) was not considered as a possible best heuristic for band-

width reduction. That is because the author did not compare results of his heuristic with results

of any other heuristic. There are heuristics available to be compared, for example, in MATLAB

(2015), such as the RCM-GL and Spectral heuristics. The Cuthill and McKee (1969) and RCM-GL

heuristics are also available on Boost C++ Libraries (http://www.boost.org/doc/libs/1 58 0/libs/-

graph/doc/cuthill mckee ordering.html). In addition, in Netlib (http://www.netlib.org), there are

implementations of the GPS heuristic in http://www.netlib.org/toms/508 (CRANE et al., 1976), and

of the Gibbs-King heuristic in http://www.netlib.org/509 (GIBBS, 1976). Also in http://www.netlib.-
org/toms/582 (LEWIS, 1982), there are implementations of the GPS and Gibbs-King heuristics.

The heuristic of Doss and Arathi (2011) is specific to L or Z graphs. In tests conducted

by Doss and Arathi (2011), this heuristic obtained similar results to the RCM and GPS heuristics.

Doss and Arathi (2011) did not show results regarding to computational cost. Since the RCM and

GPS are heuristics considered surpassed by other heuristics, the heuristic of Doss and Arathi (2011)

was also considered surpassed.

4. Possible best heuristics regarded to bandwidth reduction at a very low computational cost
In this section, heuristics not based on metaheuristic that have been identified as being

possibly better for bandwidth reduction are addressed. In order to be considered for inclusion in

this section as one of the possible best choices with regard to bandwidth reduction per computational

cost, a heuristic must show a reasonable bandwidth reduction at a very low computational cost. This

means that a heuristic must yield reasonably better results for bandwidth reduction than the GPS

heuristic and must have a computational cost that is lower than, or similar to, the computational cost

of the GPS heuristic in direct or indirect comparisons made by researchers in their publications.

In this systematic review, 4 heuristics were identified as the possible state-of-art with

regard to bandwidth reduction at a very low computational cost. Comparisons of results of these 4

heuristics are commented below.

• the RCM and GPS heuristics are probably the most well-known heuristics for bandwidth

reduction. In addition, based on tests carried out by Gibbs, Poole and Stockmeyer (1976), one can

assume that the GPS heuristic surpassed the RCM heuristic. As a result, the GPS heuristic became

popular for bandwidth reduction. However, tests conducted by Gibbs, Poole and Stockmeyer (1976)

were carried out with the original RCM heuristic (GEORGE, 1971). A variant of the RCM heuris-

tic starting with a pseudo-peripheral vertex given by the George and Liu (1979) algorithm is here

named as RCM-GL heuristic (GEORGE; LIU, 1981). The RCM-GL heuristic is likely faster than

the GPS heuristic. Additionally, the RCMM heuristic (RCM-GL heuristic implemented in MAT-

LAB (2015)) surpassed the GPS heuristic in bandwidth reduction in tests conducted by Esposito et

al. (1998).

• Results of the heuristic of Burgess and Lai (1986) were compared with results of the

CM and GPS heuristics and the heuristics of Konishi, Shiraishi and Taniguchi (1976), of Grooms

(1972), of Akhras and Dhatt (1976), of Martin and Alarcon (1982), and of Puttonen (1983). As a
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outcome for these tests, the best results in bandwidth reduction were obtained by the heuristic of

Burgess and Lai (1986). Although such tests were carried out in small instances and the authors did

not compare the computational costs of the heuristics that were tested, their heuristic probably has

a low computational cost because it is based on the CM and GPS heuristics.

• The WBRA heuristic showed better results in bandwidth reduction than the RCMM

heuristic (RCM-GL heuristic implemented in MATLAB (2015)), than the GPS heuristic, and also

than the heuristic of Esposito and Tarricone (1996). Results of the WBRA heuristic, presented by

Esposito et al. (1998), outperformed results of the GPS heuristic in bandwidth reduction by 38%
to 52%. In addition of achieving slightly faster results than the GPS heuristic in small instances

(as shown by Esposito et al. (1998)), it should be noted that in an instance with 1005 vertices, the

WBRA heuristic was approximately four times faster than the GPS heuristic.

• Results of the GGPS heuristic were on average 8,91% and 37,63% better than results of

the GPS heuristic in bandwidth reduction in instances from two-dimensional and three-dimensional

simulations, respectively, in tests conducted by Wang, Guo and Shi (2009). In some instances,

the GGPS heuristic obtained results that outperformed results of the GPS heuristic by 90% in band-

width reduction. Moreover, the authors stated that the GGPS heuristic achieved computational costs

similar to the GPS heuristic. More specifically, in tests conducted by Wang, Guo and Shi (2009),

the ratio of the average execution time of the GPS heuristic by the average execution time of the

GGPS heuristic was 1.04.

5. Conclusions
An analysis of comparisons made by researchers among heuristics for bandwidth reduc-

tion of symmetric matrices was the main objective of this present study. The aim of this study was

on comparisons made by researchers among different heuristics for bandwidth reduction of sym-

metric matrices. The 44 heuristics included in this review are those methods that are not based on

metaheuristics. Possibly, other heuristics not based on metaheuristics exist; however, it is highly

probable that results of the main ones were analyzed in this systematic review.

When taking into account bandwidth reduction of symmetric matrices for reduction of

the computational cost of solving linear systems by iterative methods, as the Conjugate Gradient

Method, the total cost of the resolution of the linear system may be higher when using a heuristic

that reduces very much the bandwidth because, in most cases, high computational cost is demanded

to perform the task. Thus, a heuristic not based on metaheuristic that reduces reasonably the band-

width at a very low computational cost (i.e. milliseconds or less) may be better to solve the task than

a metaheuristic-based heuristic that presents large bandwidth reduction at a high computational cost

(i.e in seconds).

Furthermore, designed as heuristics, these algorithms are inherently dependent on the

instances. In spite of this, comparisons and published results of the authors were analyzed and

considered as correct. As a result of this analysis, 4 heuristics that are not based on metaheuristics

were identified as presenting a reasonable bandwidth reduction at very low computational cost:

RCM-GL, of 1981; Burgess-Lai, of 1986; WBRA, of 1998; and GGPS, of 2009.

In future studies, these 4 heuristics shall be implemented in order to compare their re-

sults and computational costs. Although heuristics for bandwidth reduction may be dependent on

instances, the best heuristic(s) for bandwidth reduction at a very low computational cost is/are ex-

pected to be found. More specifically, it is expected that the heuristic(s) for bandwidth reduction of

symmetric matrices with the best benefits (i.e. bandwidth reduction) per computational costs can

be discovered, leading to the highest total computational cost reduction in the resolution of linear

systems by the Conjugate Gradient Method.
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