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Abstract

Suppose a graph \( G = (V, E) \) with one destination node \( g \) (the gateway) and a set of source nodes with integer demands defining the input of the problem. Let \( \Phi \) stand for the set of all possible flows \( \phi : E \rightarrow \mathbb{Z}_+ \) sending all demands from the sources to the gateway. Then each \( \phi \in \Phi \) defines a multigraph \( G_\phi = (V, E, \phi) \), where \( \phi \) represents the multiplicity of the edges.

In the flow coloring problem, the objective is to find the flow chromatic index \( \chi'_f(G) = \min_{\phi \in \Phi} \chi'(G_\phi) \), where \( \chi'(G_\phi) \) is the chromatic index of \( G_\phi \). We relate \( \chi'_f(G) \) to the flow fractional chromatic index \( \chi'_{f,t}(G) = \min_{\phi \in \Phi} \chi'_{f,t}(G_\phi) \), where \( \chi'_{f,t}(G_\phi) \) is the fractional chromatic index of \( G_\phi \). We are interested in proving that the inequality \( \chi'_{f,t}(G) \leq \chi'_f(G) \leq \chi'_{f,t}(G) + 1 \) is valid, following the classical Goldberg’s Conjecture for arbitrary multigraphs. When \( G \) is 2-connected, we propose a polynomial algorithm to show that the inequality holds for several cases. Moreover, we prove that this algorithm is optimal for 3-connected graphs and gives a \( \frac{1}{2} \)-approximation for arbitrary 2-connected graphs.

1 Problem introduction

Let \( G = (V, E) \) be a graph with a special node \( g \in V \), to be called destination node or gateway. Each other node \( v \in V \setminus g \) is associated with an integer demand \( b_v \geq 0 \) to be sent to \( g \). We will call source node a node \( v \) with \( b_v > 0 \). Let \( \Phi \) stand for the set of all possible integer flows \( \phi : E \rightarrow \mathbb{Z}_+ \) sending the total demand from the sources to the gateway. Each \( \phi \in \Phi \) defines a multigraph \( G_\phi = (V, E, \phi) \), where \( \phi \) represents the multiplicity of the edges. In other words, the edge multiset of \( G_\phi \) is defined by each element \( e \in E \) replicated \( \phi(e) \) times.

The flow coloring problem (FCP) in \( G \) consists in finding the flow chromatic index \( \chi'_f(G, b) = \min_{\phi \in \Phi} \chi'(G_\phi) \), where \( \chi'(G_\phi) \) is the chromatic index of \( G_\phi \), i.e. the minimum number of colors assigned to the edges of \( G_\phi \) such that every edge receives at least one color and no two edges with the same color meet at a node. Notice that an edge \( e \in E \) with multiplicity \( \phi(e) = 0 \) does not appear in \( G_\phi \), so it does not need to be colored. When the vector of demands \( b \) has not a particular definition, we simplify the notation by using \( \chi'_f(G) \) to denote \( \chi'_f(G, b) \).

The edges of \( G_\phi \) receiving the same color induces a matching in \( G \). The number \( c(e) \) of matchings covering the edge \( e \in E \) is at least the flow \( \phi(e) \). Thus, \( c(e) \) can be seen as the capacity assigned to \( e \). This observation leads to a restatement of the FCP as a minimum weighting of the matchings of \( G \) such that the sum of the (integer) weights of the matchings covering an edge defines its capacity, and these capacities allow a flow sending the total demand from the sources to the gateway. We will say that the weighted matchings cover the flow.

Actually, the term flow coloring can be used in more general contexts involving other combinations of flows (e.g. single or multi-commodity, single or multiple sources and destinations etc) and colorings (edge or node coloring, distance-\( d \) coloring - meaning that nodes/edges at distance at most \( d \) cannot share a color). Moreover, either the flow or the coloring need not be integer. Each possible combination leads to a variant of FCP. Particularly, we will relate \( \chi'_f(G, b) \) to the flow fractional chromatic index \( \chi'_{f,t}(G, b) = \min_{\phi \in \Phi} \chi'_{f,t}(G_\phi) \), where \( \chi'_{f,t}(G_\phi) \) is the fractional chromatic index of \( G_\phi \).

Some scenarios of flow coloring have been studied in the literature under the name of Round Weighting Problem - RWP [KMP03]. The coloring usually used in RWP is a kind of fractional edge
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coloring of the edge-weighted graph \( G_w \) (we say “kind of” because the used “matchings” may not be the classical ones; they call them rounds, see in \([\text{KAMPS}]\)). The edge-weights of \( G_w \) are defined by a fractional flow (multi-commodity or single-flow). So, real-valued weights are assigned to the “matchings” with the objective of covering \( G_w \). The RWP with classical matchings is treated in \([\text{Clarke}, \text{Revets}, \text{Kamal}])\.

Now, we adopt the term flow coloring so as to make the relation between the problem and the classical flow and coloring problems more evident. In particular, we want to define and study flow coloring parameters that come out as counterparts of classical coloring parameters.

In this work, we deal with the specific case of single-flow to one destination node and integer edge-coloring. We will also assume that \( G \) is 2-connected. We are interested in proving that the inequality \( \chi_{\phi, f}(G) \leq \chi_{\phi, f}(G) \leq \chi_{\phi, f}(G) + 1 \) is valid, following the classical Goldberg’s Conjecture that states a similar inequality for an arbitrary multigraph \([\text{Gold}])\). In our case we are dealing with a particular multigraph \( G_\phi \), defined by the optimal flow \( \phi \). We list several cases satisfying the inequality and show the exact value of \( \chi_{\phi}(G) \) for some of them (including the case where \( G \) is a 3-connected graph). For these last cases, we also give a polynomial-time algorithm to find, besides \( \chi_{\phi}(G) \), the optimal flow and coloring.

2 Preliminaries

In the edge coloring multigraph literature, we can find many results that can be used in the context of FCP. We summarize the most important ones for our case. Let \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) be a multigraph. A \( b \)-fold-edge-coloring of \( \mathcal{G} \) assigns a set of at least \( b \) colors to each edge of \( \mathcal{G} \) so that any two edges sharing an endpoint receive disjoint sets of colors. The \( b \)-fold coloring index, denoted by \( \chi_b'(\mathcal{G}) \), is the least \( a \) such that \( \mathcal{G} \) admits a \( b \)-fold coloring using \( a \) colors in total. The chromatic index and the fractional chromatic index of \( \mathcal{G} \) are \( \chi'(\mathcal{G}) = \chi_b'(\mathcal{G}) \) and \( \chi'_f(\mathcal{G}) = \inf_{\phi} \chi_b'(\mathcal{G}) \), respectively. While finding \( \chi'(\mathcal{G}) \) is an NP-Hard problem, it is is polynomial to determine \( \chi'_f(\mathcal{G}) \), which is clearly a lower bound for \( \chi'(\mathcal{G}) \) \([\text{Paw}]\). There is \( \frac{4}{3} \)-approximation algorithm for \( \chi'(\mathcal{G}) \) \([\text{Jia}])\), and it is NP-hard to obtain any better constant factor approximation \([\text{HaK}]\).

Let \( \Delta = \max_{v \in \mathcal{V}} \delta(v) \), where \( \delta(v) \) is the degree of the node \( v \) in \( \mathcal{G} \), i.e., the number of edges (counting multiplicity) that are incident to \( v \) in \( \mathcal{G} \). Let \( \Gamma = \max_{H \subseteq \mathcal{G}, |H| = 2k + 1, k \geq 1} \frac{|\mathcal{E}(H)|}{k} \) be the odd density of \( \mathcal{G} \), where \( \mathcal{E}(H) \) is the subset of edges of \( \mathcal{G} \) with both endpoints in \( H \). It is known that \( \chi'_f(\mathcal{G}) = \max(\Delta, \Gamma) \) and that \( \max\{\Delta, \Gamma\} \leq \chi'(\mathcal{G}) \leq \min\{\frac{4}{3}\Delta, \Delta + \mu\} \), where \( \mu \) is the maximum edge multiplicity of \( \mathcal{G} \). \([\text{Shin}, \text{Miz}]\). The classical Goldberg’s Conjecture claims that \( \chi'(\mathcal{G}) \leq \max\{\Delta + 1, |\mathcal{G}|\} \)[\text{Gold}]. We can restate the conjecture as \( \chi'_f(\mathcal{G}) \leq \chi'(\mathcal{G}) \leq \chi'_f(\mathcal{G}) + 1 \).

In the flow coloring problem, we are edge-coloring a special kind of multigraph that has the multiplicity of the edges defined by a flow, \( \mathcal{G}_\phi \). Notice that the flow graph \( \mathcal{G}_\phi \) giving the optimal solution \( \chi_{\phi, f}(G) \) may be different from the flow graph giving the optimal fractional solution \( \chi_{\phi, f}(G) \). Therefore, even if Goldberg’s Conjecture is true for the edge-coloring, it is not clear that \( \chi_{\phi, f}(G) \leq \chi_{\phi, f}(G) \leq \chi_{\phi, f}(G) + 1 \) is true for the flow coloring problem. If this inequality holds, finding \( \chi_{\phi}(G) \) becomes a decision problem.

Now focusing on the existing results for flow coloring, we use the lower bound defined by the unavoidable number of edges that are incident to \( g \) in any feasible flow \([\text{Clarke}, \text{Revets}, \text{Kamal}]\). Indeed, in any \( \phi \in \Phi \), the number of edges incident to \( g \) is \( B = \sum_{v \in \mathcal{V}} b_v \). This gives a lower bound for the maximum degree of \( \mathcal{G}_\phi \) and consequently:

**Fact 1** \( B \leq \chi_{\phi, f}(G) \leq \chi_{\phi}(G) \).

To compute an initial upper bound, we apply the strategy of iteratively sending flow through a couple of node-disjoint paths\(^1\) from one or two sources to \( g \). (Recall that given a graph and pairs \((s_1, t_1), ..., (s_k, t_k)\), for fixed \( k \), the problem of deciding if exist \( k \) mutually vertex-disjoint paths is tractable \([\text{RSUS}]\)). Such node-disjoint paths always exists in 2-connected graphs \([\text{Men}])\). This

\(^1\)Notice that assuming integer edge-coloring corresponds to defining integer capacities \( c(e) \) for the edges of \( G \). As we are considering single-flow, we can restrict ourselves to integer flow by the Integrity Theorem (there is an optimum flow \( \phi \) whose values are all integers, \( \phi : E \to \mathbb{Z}_+ \)). It was proved by \([\text{BLO}]\) and follows from the observation that the constraints matrix respects the property of total unimodularity.

\(^2\)For the sake of simplicity, we say node-disjoint paths (or simply disjoint) to mean node-disjoint except for the endnodes.
strategy was used in [10] to show that $\chi_\phi^*(G) = B$ if $B$ is even and $G$ is 3-connected. In this paper, we prove it remains $B$ also for the case with $B$ odd. In [7], it is shown the result is $B$ for 3-connected graphs in the case with fractional edge coloring and fractional simple-flow with one destination node, and it is obtained a $\frac{d}{d+1}$-approximation for general graphs in this same case.

The same strategy of upper bound computation was also used in [5] to approximate the distance-$d$ fractional integer edge coloring problem. They present a $\frac{d}{d+1}$-approximation algorithm for any $d$. In [5], it is also shown that the FCP with fractional flow and fractional edge coloring can be solved in polynomial time for $d = 1$.

In this work, we extend the results cited here from [5, 7]. Section 3 explain the strategy for obtaining an upper bound for FCP. This strategy is the basis of Algorithm 2-by-2 proposed in Subsection 3.1. We show the quality of the obtained upper bound with respect to the basic lower bound given by Fact 1. Section 3 proposes an extension of the strategy proposed by Algorithm 2-by-2 showing it is not the best possible way to solve the problem. With the extended strategy, we obtain some additional cases that can be solved satisfying the inequality $\chi_{\phi,f}^*(G) \leq \chi_{\phi,f}'(G) + 1$. For instance, we get the optimal solution for FCP in a 3-connected graph. Finally, Section 3 presents a $\frac{d}{d+1}$-approximation for the problem improving the factor of $\frac{2}{2}$ presented in [5]. Section 3 sums up our results.

3 Coloring a flow

Fact 1 establishes a minimum of $B$ colors to send $B$ units of flow to the gateway, i.e., a minimum ratio of one color per unit of flow ($1/c/\phi$, for short). The strategy for upper bound computation is to iteratively send flow to the gateway at the ratio of $1/c/\phi$ as much as possible.

In order to illustrate possible strategies for iteratively send flow to the gateway, let us consider the graph $G$ of Figure 1(a) with a unique source node $v$ with demand $b_v = 2$. Figure 1(b) presents a possible flow in $G$ that uses only one path per iteration. We can use two iterations to send $b_v = 2$. At each iteration, a flow of 1 is sent through a path colored alternately with 2 colors: $\{a, b\}$ for the 1st unit of flow and $\{c, d\}$ for the 2nd unit of flow. This strategy needs 4 colors to send a demand of 2, that is $2/c/\phi$. Figure 1(c) shows another possible flow using two disjoint paths (from an odd cycle). It needs 3 colors to send $b_v = 2$ in one iteration (a flow of 1 is sent in each path), thus achieving a ratio of $1.5/c/\phi$. The flow giving the optimal solution is presented in Figure 1(d), $b_v = 2$ is sent also using two disjoint paths, but now from an even cycle. Since it can be colored alternately with 2 colors, it makes $1/c/\phi$.

Let us consider other scenarios in graph $G$. If $b_v = 4$, we can apply two iterations depicted in Figure 1(d) to keep the ratio of $1/c/\phi$. If $b_v = 5$, we can send 4 units of flows as before, but it will remain one unit of flow in $v$. If there were another source $u$ with $b_u = 1$, we could use any two node-disjoint paths $P_{uv}$ from $u$ to $g$ and $P_{vg}$ from $v$ to $g$ to send the remaining demand of $v$ and the demand of $u$. Since these two paths can be colored with 2 colors, we again could keep the

\[ \text{Figure 1: Sending } b_v = 2 \text{ from } v \text{ to } g. \text{ Flow } \phi_2 \text{ gives the optimal solution } \chi_{\phi}^*(G) = \chi'(G) = 2. \]
minimum ratio of $1/c/\phi$. The situations presented above justify our basic algorithm to generate an upper bound. At each iteration, we use a couple of node-disjoint paths to send a same amount of flow in each path at the ratio of $1/c/\phi$. These paths may link two different sources to $g$ or define an even cycle containing a source and $g$. Since we are assuming that $G$ is 2-connected, there always exist node-disjoint paths, one from $u$ to $g$ and one from $v$ to $g$, for any two (maybe equal) sources $u$ and $v$. Eventually, this algorithm may stop without sending the total demand $B$ at the minimum ratio of $1/c/\phi$.

To describe more precisely the algorithm, we present two categories of node:

- **Autonomous**: represented by set $A$. A source $v$ belongs to $A$ if there exist an even cycle containing $v$ and $g$ (that is, node $v$ can use two disjoint paths of the same parity to send its demand to the gateway) or $v$ is in the neighborhood $N(g)$ of $g$ (that is, node $v$ can send its demand directly to $g$).

- **Dependent**: represented by set $D$, which is composed by all sources that are not in $A$.

Let $S = A \cup D$ be the set of all sources.

In [KLRU], they show that two disjoint paths of the same parity between two nodes (making an even cycle) can be found in polynomial time. The problem is called 2 parity disjoint paths problem [KLRU]. Then, we can classify in polynomial time a source node of $G$ into autonomous or dependent.

### 3.1 Algorithm 2-by-2

Algorithm 2-by-2 defines a sequence of pairs of sources to send flow together using two disjoint paths; we say it makes combinations. The existence of a pair of node-disjoint paths from two different nodes to any other node is always possible in 2-connected graphs [Men27]. As two node-disjoint paths from different sources to $g$ do not close a cycle, they can be colored alternately with 2 colors. So, combining two different nodes of any kind (even both dependent) makes it possible to send a flow of 2 (a unit of flow per path) with 2 colors. Similarly, an autonomous node can send 2 units of flow with 2 colors. In both cases, we can keep the rate of $1/c/\phi$.

To describe Algorithm 2-by-2, denote by $b'_v$ be the current demand in node $v$ during the execution of the iterative process. Of course, $b'_v = b_v$ initially. Also, let $v_k$ be such that $b_{vk} = \max\{b_v : v \in S\}$. The algorithm acts differently depending on $b_{vk} \geq \sum_{v \in S \setminus v_k} b_v$ (Case I) or $b_{vk} < \sum_{v \in S \setminus v_k} b_v$ (Case II).

**Algorithm 1 Algorithm 2-by-2**

1. if $b_{vk} \geq \sum_{v \in S \setminus v_k} b_v$ then {Case I}
   2. for all $u \in S \setminus v_k$ do
      3. Send to $g$ a flow of $b_u$ from each node of the pair $(v_k, u)$;
   4. end for
   5. Send from $v_k$ to $g$ a flow of $2[b'_{vk}/2]$, if $v_k \in A$;
   6. else {Case II}
   7. for all $u, v \in S, u \neq v, b'_u, b'_v \geq 1$ do
      8. Send to $g$ a flow of $\min\{b'_u, b'_v\}$ from each node of the pair $(v, u)$;
   9. end for
10. end if

Let $\rho$ be the remaining total demand after the execution of Algorithm 2-by-2. Since the minimum rate of $1/c/\phi$ is kept in each iteration, an amount of $B - \rho$ units of flow is sent to $g$ using $B - \rho$ colors. In Case II, the value of $\rho$ may be dependent on the sequence of combinations. The next result shows that we can manage to have $\rho \in \{0, 1\}$ in this case.

**Lemma 1** If $b_{vk} < \sum_{v \in S \setminus v_k} b_v$, there is separator node $q$ with the following properties:

1. $b_q = b'_q + b''_q$, for some integers $b'_q, b''_q \geq 0$;
2. $S \setminus q = S' \cup S''$, with $S' \cap S'' = \emptyset$;
3. \[ \left| b^0_q + \sum_{v \in S'} b_v - b^0_q + \sum_{v \in S''} b_v \right| \leq 1 \]

4. \[ b^0_q \leq \sum_{v \in S'} b_v \text{ and } b^0_q \leq \sum_{v \in S''} b_v; \]

**Proof:** Notice that \( B = \sum_{v \in S'} b_v \) and \( b_v < B/2 \). Then, there exist a subset \( S' \subset S \) such that \( v_k \in S', \sum_{v \in S'} b_v \leq [B/2] \) and \( \sum_{v \in S'} b_v + b_q > [B/2] \), for any \( q \in \mathbb{S} \setminus Q \). Take \( S'' = \mathbb{S} \setminus (S' \cup q) \). Let \( b^0_q = [B/2] - \sum_{v \in S'} b_v \) and \( b^0_q = b_q - b^1_q \). We have that \( b^0_q + \sum_{v \in S'} b_v = [B/2] \) and \( b^0_q + \sum_{v \in S''} b_v = [B/2] \). Then, we clearly get items (1)-(3).

Since \( v_k \in S' \) and \( b_{v_k} = \max\{b_v : v \in S\} \), it follows that \( \sum_{v \in S'} b_v \geq b_{v_k} \geq b_q \geq b^2_q \) and \( \sum_{v \in S''} b_v = [B/2] - b^0_q \geq [B/2] - b_q = b_q + \sum_{v \in S'} b_v - b_q \geq b^0_q \). This shows item (3). Motivated by Lemma (1), we chose the following sequence of combinations in loop 7-9:

(i) first, take \( u = q \) and \( v \in S'' \) until \( b^0_q \) is vanished;

(ii) then, take \( u = q \) and \( v \in S' \) until \( b^0_q \) is vanished;

(iii) finally, take \( u \in S' \) and \( v \in S'' \).

Notice that Lemma (1) (items (1) and (3)) guarantees the accomplishment of steps (i)–(ii). Lemma (1)-(3) also implies that the residual demand after step (iii) is at most one. This refinement of Algorithm 2-by-2 leads to the following result.

**Lemma 2** Algorithm 2-by-2 steps with the following residual demand \( \rho \):

If Case 1 and \( v_k \in D \): \( \rho = b_{v_k} - \sum_{v \neq v_k} b_v \geq 0 \); \( \rho \) and \( B \) have the same parity;

If Case 11 or \( v_k \in A \): \( \rho = 0 \) if \( B \) is even, or \( \rho = 1 \) if \( B \) is odd;

**Proof:** Since each iteration of Algorithm 2-by-2 always send an even amount of flow, \( \rho \) and \( B \) have the same parity. It remains to show the possible values of \( \rho \) in each case. We start with **Case 1**. As \( b_{v_k} \geq \sum_{v \in S \setminus v_k} b_v \), the demand \( b^0_q \) will be always greater than the demand of the other nodes. So, Algorithm 2-by-2 combines \( b_{v_k} \) with all other demands. The remaining demand of \( v_k \) after loop 2-4 is \( b_{v_k} - \sum_{v \neq v_k} b_v \geq 0 \). If node \( v_k \) is dependent, Step 5 is not executed and this is the final residual demand. Otherwise, the remaining demand can be sent through an even cycle or directly through one edge, leading to \( \rho \in \{0, 1\} \).

In **Case 11**, \( b_{v_k} < \sum_{v \in S \setminus v_k} b_v \). By Item 3 of Lemma 1, Algorithm 2-by-2 has the total demand partitioned into two parts: \( b^0_q + \sum_{v \in S'} b_v \) and \( b^0_q + \sum_{v \in S''} b_v \). We have only to guarantee that node \( q \) is not combined with itself (as it may be dependent). Item 3 of Lemma 1 guarantees that the whole demand of node \( q \) can be combined with the demand of other nodes. Then, Algorithm 2-by-2 can combine the remaining demand of the two partitions. So, \( \rho \in \{0, 1\} \) as the difference between the two partitions (Item 3) is at most 1.

A unitary demand at a source \( v \) can only be sent to \( g \) at the rate of 1 \( c/\phi \) if combined with other demand or if \( v \) is a neighbor of \( g \). Whenever the second alternative of Lemma 1 holds, we can slightly modify Algorithm 2-by-2 to end with the residual demand at a source in \( N(g) \), if any.

### 3.2 Dealing with a \( \rho > 1 \)

We saw in Lemma 2 that \( \rho \) can be greater than 1 in **Case 1** and \( v_k \in D \). In this section, we prove that if node \( v_k \) participates in at least one odd cycle with \( g \) satisfying an **EarCondition** (defined below) it can send a flow of \( \rho \) to \( g \) with \( \rho + 1 \) colors in a combination with itself. Let an **ear of a cycle** be a path \( p \) disjoint of the cycle between two nodes \( x, y \) of the cycle. The size of an ear is the number of edges in \( p \). The base of an ear is represented by a path from \( y \) to \( z \) in the cycle.

**Dependent node with ears (D):** Set of nodes \( v \in D \) satisfying one of the following conditions.

- **EarCondition 1:** the node has an odd cycle to \( g \) with one ear of size \( |ear| \geq 2 \) and \( |base| \geq 2 \). The base of the ear can contain \( v \) or \( g \) only as an endpoint (not in the interior).

- **EarCondition 2:** the node has an odd cycle \( C \) to \( g \) with two ears of size \( |ear| \geq 3 \) and \( |base| = 1 \). Assume \( C \) as the cycle using the bases of the ears. Both ears can share edges if satisfying the following conditions:

  * \( \exists \) edge \( e_1 \in ear1 \) such that the distance (in number of edges) \( d(e_1, e) \geq 1, \forall e \in C \); and \( d(e_1, e_2) \geq 1, \forall e_2 \in ear2 \); and
Figure 2: When a node \( v \in D \) can send a flow of \( \rho \) with \( \rho + 1 \) colors in a combination with itself.

\[ \exists \text{ an edge } e_2 \in \text{ear2} \text{ such that the distance (in number of edges)} \ d(e_2, e) \geq 1, \forall e \in C; \text{ and} \ d(e_2, e_1) \geq 1, \forall e_1 \in \text{ear1}. \]

Notice that, the base of the ear has to have the same parity of the size of the ear, otherwise the node would be an autonomous node (it would be an even cycle to \( g \)). Figure 2 presents some examples.

**Lemma 3** Let \( G \) be a 2-connected graph and \( \rho \) be the residual demand in node \( v \) returned by Algorithm 2-by-2. If \( v \in D' \) then \( \rho \) can be sent to \( g \) using \( \rho + 1 \) colors.

**Proof:** Node \( v \) has (at least) two variants of the same odd cycle to send its remaining flow \( \rho < C_1 \) and \( C_2 \). Let us say that cycle \( C_1 \) uses the ear1 and cycle \( C_2 \) does not use the ear1. Cycle \( C_2 \) may have same edges of \( C_1 \) except that \( C_2 \) uses the base instead of the own ear1. Suppose node \( v \) is in an odd cycle satisfying **Ear Condition 1**. So, node \( v \) can send the first time using cycle \( C_2 \) with three colors \( b, a, b, a, b, ..., c \) starting in the first edge of the base of the ear1. Second iteration, \( v \) uses \( C_1 \) with the colors \( a, d, c, e, c, e, ..., \) that is reusing color \( a \) of the previous cycle. This reused color can always be used on the first edge of the ear1 (the adjacent colors are \( c \) and \( b \)). Next iteration, \( v \) uses \( C_2 \) with the colors \( d, f, g, f, g, ..., \) reusing color \( d \) of the previous cycle, and so on. This reused color can always be used on the first edge of the base of the ear1 in \( C_2 \) (the adjacent colors are \( a, b, c, e \)). Thus, if \( \rho \) is even we are using \( \rho + 1 \) colors (the +1 comes from color \( c \) used at the first iteration). Otherwise it remains one unit of flow in \( v_k \) but we can use the side of \( C_2 \) that does not use color \( c \) to alternate color \( c \) with one more color sending this last unit with a total of also \( \rho + 1 \) colors.

Suppose node \( v \) in an odd cycle satisfying **Ear Condition 2**. Let \( C_2 \) be the cycle using ear2. We repeat the same algorithm explained before, now putting the reused colors only on the ears.

If node \( v_k \not\in A \cup D' \), \( G \) is a graph which is formed by a cycle \( C \) that has the following:
- Only one ear of size \( \geq 3 \) and base of size 1. (It can be seen as one chord assuming that \( C \) uses the ear, not the base); or
- Two or more ears with base of size 1 sharing edges such that all edges of ear1 are at distance \( \leq 1 \) of \( C \) or ear2, and vice-versa.

Besides that, \( G \) may have ears with base containing \( g \) or \( v_k \) as an interior node. There are other cases implying multi-edges in \( G \), these cases are not a matter for FCP.

### 4 Flow coloring extension

Algorithm 2-by-2 defines simple combinations \((v, u)\) using any pair of node-disjoint paths \( P_{vg} \) and \( P_{ug} \) (between \( v \) and \( g \), and between \( u \) and \( g \), respectively). Here, we use extended combinations \((v, u, w)\) that uses an additional node-disjoint path with node \( w \). The objective is using a mix of simple and extended combinations to send a flow greater than \( B - \rho \) keeping a rate of 1 \( c/\phi \). Two types of extended combinations are described in the next subsections.

#### 4.1 Edge-extended combination

In this subsection, the extended combination \((v, u, w)\) uses three node-disjoint paths \( P_{vg}, P_{ug}, P_{vw} \) and, the additional path \( P_{vw} \) is exactly an edge (see Figure 4(a) and 4(b)). We use edge-extended combinations to reduce the residual demand \( \rho \), when it is at least 2. By Lemma 2, a \( \rho \geq 2 \) happens
Figure 3: Graph $G$ with $b_u = 3$ and $b_v = 1$, $\chi'_G(G) = 4$. 

Figure 4: Extending the combination to edge $P_{uw}$. 

if, and only if, $b_{vk} \geq \sum_{w \in S \setminus v_k} b_u + 2$ and $v_k \in D \setminus D'$. Let $\rho'$ be the remaining from $\rho$ after using edge-extended combinations.

Let us consider the example of Figure 3(a) with $b_{vk} = 3$ and $b_u = 1$. Algorithm 2-by-2 will use two colors, say $ab$, to send 2 units of flow (1 unit from $v_k$ to $g$ and 1 unit from $u$ to $g$). The residual demand is $\rho = 2$ at $v_k$. We saw how to extend this residual demand with 3 colors, leading to $\rho = 0$ with 5 colors in total. However, we can do better.

An optimal strategy using 4 colors is depicted in Figure 3(b). Instead of coloring only two paths in the first iteration, we color three paths with the same colors $a,b$. The extra path links $v_k$ to a neighbor $w$. We say we are extending the coloring given by Algorithm 2-by-2. This way we can transfer demand from $v_k$ to another node $w$. In a second iteration, we can combine $v_k$ and $w$, which corresponds to combine $v_k$ with itself, but now at the minimal rate $1/c/\phi$. In Figure 3(b) this corresponds to color the edge $v_kw$ with the used color $b$ and to transfer 1 unit of flow from $v_k$ to $w$. After that, we can send 1 unit of $v_k$ and 1 unit of $w$ together, through two disjoint paths, with two aditional colors $c,d$. In total, we use 4 colors to obtain a $\rho' = 0$.

We will use the edge-extended combinations in a operation as described below.

**Definition 1 Extension to an edge:** We use an edge $P_{uw}$ to send a flow of $f' \leq b_u$ reusing one of the $2f'$ colors already used in the paths $P_{ug}$ and $P_{wg}$ of a combination $(v,u)$. After that, we define a new combination $(v,w)$ with two disjoint paths $P_{uw}$ and $P_{uw}$, using $2f'$ new colors, to send a flow of $2f'$ (that is, $f'$ per path) to $g$ using then $1/c/\phi$.

A combination $(v,u)$ can be extended to $(v,u,w)$, $w \in N(v)$, if it admits an extension to an edge. Lemma 4 characterizes the node $u \in S \setminus v_k$ that can participate with $v_k$ in an edge-extended combination. Let $X$ be the set of source nodes $u$ that can participate with $v_k$ in an edge-extended combination $(v_k,u,w)$. Recall that when $v_k \in D$, Algorithm 2-by-2 combines $v_k$ with each other source and, a flow of $b_u$ is sent in each combination $(v_k,u)$. Then, we should have $|X| \leq \sum_{u \in X} b_u$ to be able to send flow from $\rho$ leaving a remaining of $\rho' \leq 1$. That is, extending $|X|$ simple combinations to edges incident to $v_k$.

**Lemma 4** Let $u \in S \setminus v_k$. The following assertions are equivalent:

1. $u \in X$, i.e. there exist a pair of node-disjoint paths $P_{ug}$ and $P_{vg}$ (between $u$ and $g$, and between $v_k$ and $g$, respectively), and a node $y \in N(v_k)$ not belonging to $P_{ug}$ neither $P_{ug}$;

2. there is a subset $C \subseteq N(v_k)$ with $|C| \geq 2$ such that $C \cup v_k$ does not separate $u$ and $g$, i.e. there is still a path between $u$ and $g$ in $G \setminus (C \cup v_k)$.

**Proof:** Assume item 1. Since $v_k$ is not a neighbor of $g$ (as it is a dependent node), there is a $w \in N(v_k)$, $w \notin \{g,y\}$, in the path $P_{vk}$. Then, $C = \{y,w\}$ satisfies item 1 provided that $P_{ug}$ is a path in $G \setminus (C \cup v_k)$.
Now, assume item 2. Let $C = \{y, w\}$ and $P_{yg}$ be a path in $G \setminus (C \cup v_k)$. Since $G$ is 2-connected, there are two disjoint paths $P_{yg}$ and $P_{ug}$. We consider two cases. First, suppose that $v_k$ does not belong to $P_{yg}$ nor $P_{ug}$. Notice that both $P_{yg}$ and $P_{ug}$ intersects $P_{yug}$ at least at $g$. W.l.o.g., assume that $P_{yug}$ intersects $P_{yg}$ before it intersects $P_{ug}$ and let $z$ be this node intersection. Let $P_{v_kg}$ be composed by the edge $v_kw$ and $P_{ug}$, and $P_{ug}$ be composed by the subpath $P_{uz}$ of $P_{ug}$ and the subpath $P_{zg}$ of $P_{ug}$. The two formed paths are node-disjoint. They together with $y$ satisfy item 3.

The complementary case occurs when $v_k \in P_{ug}$. We can then assume that the edge $wv_k$ is in $P_{ug}$. Otherwise, we can shorten $P_{ug}$ to include this edge. If $P_{yug}$ intersects $P_{yg}$ before than it intersects $P_{ug}$ (at a node $z$), we can define $P_{ug}$ as before and take $P_{v_kg}$ as a subpath of $P_{ug}$. These two paths with $w$ satisfy item 3. Otherwise, $P_{yug}$ intersects $P_{ug}$ at $z$ (after $v_k$) and the subpath $P_{uz}$ has no intersection with $P_{yg}$. In this case, form $P_{ug}$ by $P_{uz}$ together with the subpath $P_{zg}$ of $P_{ug}$, and $P_{v_kg}$ is composed by the edge $v_ky$ and $P_{yg}$. Again item 3 holds for these two paths and $w$.

Eventhough finding the the sources in $X$ can be done in polynomial time, this task may become easier in the following case.

**Lemma 5** Assume that $G$ is 2-connected. If $|N(v_k)| \geq 3$, every source outside $N(v_k) \cup v_k$ is in $X$.

**Proof:** Let $u \in S \setminus (N(v_k) \cup v_k)$. Let $P_1$ and $P_2$ be two disjoint paths between $u$ and $g$. Remember that $v_k \notin N(v) \cup N(g)$. If $v_k$ participates in one of these paths, then it must also have two neighbors in this path. If $v_k$ is not in $P_1$ nor $P_2$, we can take two neighbors of $v_k$ that do not belong to one of these paths. This is always possible because $|N(v_k)| \geq 3$. In any cases, the chosen two neighbors satisfy Lemma 2.

Now, we show a limit on the amount of $b_{v_k}$ (in function of the other demands) such that $\rho$ can be reduced to a $\rho' \in \{0, 1\}$ using the extensions to edges. We have the following:

**Lemma 6** Assume that $G$ is 2-connected. Let $X = \{v \in S : v \notin X\}$. If $b_{v_k} \leq 3 \sum_{v \in S \setminus v_k} b_v - 2 \sum_{v \in X \setminus v_k} b_v$. Then, if $\rho$ is even, $\rho' = 0$. Otherwise, $\rho' = 1$. Consequently, $B \leq \chi_k^G(G) \leq B + 1$.

**Proof:** We have a flow of $B' = \sum_{u \in X} b_u$ that is sent using simple combinations of $G$ with $b_{v_k}$.

We rewrite as $B' = B - \sum_{v \in X \setminus v_k} b_v - b_{v_k}$. Now, we need to send just $\frac{b_{v_k}}{2}$ to neighbors of $v_k$ using edge-extensions of the combinations used to send $B'$. Then, we can combine both halves of $\rho$ as explained in Definition 2.

Using Lemma 5, we may reduce the residual demand $\rho$ described in Case I of Lemma 2 improving the resulting upper bound.

**Corollary 1** Assume that $G$ is 2-connected and $|N(v_k)| \geq 3$. If $b_{v_k} \leq 3 \sum_{v \in S \setminus v_k} b_v - 2 \sum_{v \in N(v_k)} b_v$. Then, if $\rho$ is even, $\rho' = 0$. Otherwise, $\rho' = 1$. Consequently, $B \leq \chi_k^G(G) \leq B + 1$.

**Dealing with** $|N(v_k)| = 2$

By Lemma 2 when $|N(v_k)| = 3$ then $X \subseteq \{N(v_k) \cup v_k\}$. When $|N(v_k)| = 2$, it may exist some source nodes in $X \setminus \{N(v_k) \cup v_k\}$. Item 2 of Lemma 2 says that, a node $u \in X$ does not have a path to $g$ in $G \setminus (C \cup v_k)$ for any subset $C \subseteq N(v_k)$ with $|C| \geq 2$. We give a strategy to allow the combination of $v_k$ with these nodes that are in $X \setminus \{N(v_k) \cup v_k\}$.

**Lemma 7** Assume that $G$ is 2-connected and $|N(v_k)| = 2$. If $b_{v_k} \leq 3 \sum_{v \in S \setminus v_k} b_v - 2 \sum_{v \in X \setminus N(v_k)} b_v$ then $\rho$ can be sent to $g$ using $\rho + 1$ colors.

**Proof:** If $X \setminus v_k = \emptyset$, Lemma 2 solves it. Then, assume there are some nodes in $X \setminus v_k$. Suppose that all nodes $u \notin X \setminus v_k$ had their flow already combined with $v_k$ by Algorithm 2-2-2 and, there are only nodes in $X$ with a remaining flow. Let $N(v_k) = \{y, w\}$, if node $u \in X \setminus v_k$ then all paths $P_{uy}$ use a node in $\{y, w\}$ (if $P_{uy}$ uses $v_k$ then it uses before a node in $\{y, w\}$ as $v_k$ has degree 2).

So $u$ is in an ear with base $yv_kw$ of size 2 and, the ear has size $\geq 2$ as it contains $u$. So, it does not satisfy Ear Condition 1 only by the fact that node $v_k$ is in the interior of the base of the ear. For
this case, use an odd cycle to send 2 units from $v_k$ using the colors $ababab,...,c$, after that reuse one color to send 2 units with an odd cycle from a node $u \in X \setminus \{N(v_k) \cup v_k\}$ and so on. It is similar to the strategy used by Lemma 3 for the case satisfying EuCondition 1, the only difference is that here $C_1$ is used by $u$ and $C_2$ is used by $v_k$.

Corollary 2 Assume that $G$ is 2-connected. If $b_{v_k} \leq 3 \sum_{v \in S \setminus v_k} b_v - 2 \sum_{v \in N(v_k)} b_v$ then $B = \chi'_k(G) \leq B + 1$.

4.2 Path-extended combination

In this subsection, the extended combination $(v, u, w)$ uses three node-disjoint paths $P_{vg}$, $P_{ug}$, $P_{wv}$ and, the additional path $P_{wh}$ is a path from a source node $w$ to $g$. A path-extended combination has four configurations of the three disjoint paths as illustrated in Figures (a), (b), (c), and (d).

Let $f$ be the amount of flow sent in a simple combination of Algorithm 2-by-2. We will use the path-extended combinations in a operation as described below.

Definition 2 Extension to a path: We use a path $P_{wh}$ to send a flow of $f' = f$ reusing $2f'$ colors already used in the paths $P_{vg}$ and $P_{wv}$ of a combination $(v, u)$. After that, we color edge $P_{sh}$ with $f'$ new colors to send a flow of $f'$ to $g$ using then 1 color. For the case where $u = v = w$, we color only $P_{wh}$ (with the $2f'$ colors from $P_{vg}$ $P_{ug}$) instead of $P_{wh}$, $x \in N(v)$. After, we color not only edge $P_{sh}$ but also edge $P_{wv}$ with the same $f'$ new colors.

Figures (b), (d) show a possible extension for the case where there are two disjoint paths $P_{vg}$ and $P_{ug}$ that can be combined with $P_{wv}$. It represents the basic case where the extension to a path may be applied: there are three (possibly non-distinct) sources $u$, $v$ and $w$ linked to $g$ by three node-disjoint paths. No matter these 3 paths close a cycle or not, it is possible to color them with only 3 colors. Indeed, we can color all edges with $a, b$, alternately, except for one of the three edges adjacent to $g$ and possibly one edge adjacent to $v$ (see Figure (b), that has to be color $c$.

In case $u = v = w$ (Figure (d)) where $v$ has three disjoint paths to $g$, at least two paths have the same parity and close an even cycle (see Lemma 4). For instance, these paths always exist if $G$ is 3-connected. Corollary 5 gives an optimal solution of FCP in 3-connected graphs.

Lemma 8 A path-extended combination can be defined if $\exists$ three paths $P_{vg}$, $P_{ug}$, $P_{wv}$ such that $P_{vg} \cap P_{ug} \cap P_{wv} = \{g, u, v, w\}$ where $\{g, u, v, w\}$ are only end-nodes in the paths $P_{vg}$, $P_{ug}$, $P_{wv}$.

Lemma 9 Assume node $v$, has three node-disjoint paths to $g$ and a remaining of $\rho$ after Algorithm 2-by-2. If $B > 1$ then $\chi'_k(G) = B$. Otherwise, there is only one source $v$ with $b_v = 1$. In this case, $\chi'_k(G) = 1$, if $v \in N(g)$, and $\chi'_k(G) = 2$, otherwise.

Proof: Since $v$, has 3 disjoint paths to $g$ then it is autonomous (there are necessarily 2 paths of the same parity). Then the remaining flow is $\rho = 1$ (if $\rho = 0$ we are done). The case $B = 1$ is trivial. If $B > 1$, we had at least one combination in Algorithm 2-by-2. We want to prove that the combination
can be extended to a path. As we do not know if \( v_e \) participates in this combination, assume \( w_1 \subseteq g \).

\( v_w \) is the node \( w \). So, node \( w \) has three disjoint paths \( P_1, P_2, P_3 \) to \( g \) and we have a combination \((v, u)\). Name the nodes of the combination \( v, u \) and choose \( P_v, P_u \) such that nodes \( x, y \) satisfy the following conditions. Node \( x \) is the first node in the intersection \( P_x \cap P_y \), \( P_x \in \{ P_1, P_2, P_3 \} \); \( y \) is the first node in the intersection \( P_x \cap P_y \), \( P_y \in \{ P_1, P_2, P_3 \} \) and \( y \neq P_y \). If \( \exists y \), then adopt \( P_v \) as \( P_{xy} \) from \( P_x \) followed by \( P_{xy} \) from \( P_y \), adopt \( P_y \) as \( P_{xy} \) from \( P_x \) followed by \( P_{xy} \) from \( P_y \), and \( P_u \) as \( P_{xy} \) from \( P_x \) followed by \( P_{xy} \) from \( P_y \). Otherwise (if \( \exists x \) or \( y \)), there is at least one path in \( \{ P_v, P_u \} \) that is disjoint from \( \{ P_1, P_2, P_3 \} \). Let us say \( P_v \) is disjoint and \( P_u \) uses at least a node in \( \{ P_1, P_2, P_3 \} \). So, use \( P_x, P_y \) as \( P_{xy} \) from \( P_x \) followed by \( P_{xy} \) from \( P_y \), and \( P_u \in \{ P_1, P_2, P_3 \} \) \( \{ P_y \} \). Otherwise, adopt \( P_v, P_u \) and \( P_u \) as \( P_{xy} \) from \( P_x \) followed by \( P_{xy} \) from \( P_y \). In other words, for each edge \( e \) of one path \( P_{xy} \), it must exist at least one combination \((v, u)\) where \( e \) is disjoint from \( P_{xy} \).

5 Approximating the flow coloring index

After applying Algorithm 2-by-2, we saw several ways to send the residual demand \( \rho \) with extra colors (see Subsection 22 and Section 3). The \( B - \rho \) used colors plus the number of additional colors provide an upper bound.

**Lemma 10** Let \( v \in A \). If Case II or \( v_k \in A \), we can adapt Algorithm 2-by-2 to end with the residual demand \( \rho \) at \( v \).

**Proof:** We can assume that \( \rho = 1 \). It follows that \( B \) is odd. Let \( \tilde{v} \in A \). In order to show that \( \rho \) can end at \( \tilde{v} \), we initialize Algorithm 2-by-2 with \( b'_{v} = b_v \), for \( v \neq \tilde{v} \), and \( b'_{\tilde{v}} = b_{\tilde{v}} - 1 \) (instead of \( b_v \)). Let \( \rho' \) be the new residual demand. We have to show that \( \rho' = 0 \). Lemma 2 still holds for the new initialization. Notice that \( \rho' \) is even, the same parity as \( B - 1 \). Consider the two possible cases according to the hypothesis.

First suppose that \( b_{\tilde{v}} < \sum_{v \in S \setminus \{v \}} b_v \) (Case II). Clearly, \( \rho' = 0 \) if the second alternative of Lemma 2 still holds for the new initialization. Otherwise, we must have that \( \tilde{v} \neq v_k \) and \( b'_{\tilde{v}} = b_{\tilde{v}} = \sum_{v \in S \setminus \{v \}} b_v - 1 = \sum_{v \in S \setminus \{v \}} b'_v \). By Lemma 2 we get \( \rho' = 0 \). In the complementary case, \( v_k \in A \) and \( b'_{\tilde{v}} = \sum_{v \in S \setminus \{v \}} b_v + 1 \) (because \( B \) is odd). Since we reduce only of the two sides of this inequality of 1 unit, we still have \( b'_{\tilde{v}} \geq \sum_{v \in S \setminus \{v \}} b'_v \) and \( b'_{\tilde{v}} \) continues to be the greatest demand. Again By Lemma 2, we have \( \rho' = 0 \).

Let \( A' \) be the set of nodes in \( N(g) \) or nodes having three disjoint paths to \( g \).

**Theorem 1** Let \( G \) be a 2-connected graph. Let \( \sigma = b_{\tilde{v}} - \sum_{v \in S \setminus \{v \}} b_v \). Then, \( B \leq \chi'_F(G) \leq B + \epsilon \), where

\[
\epsilon = \begin{cases} 
0, & \text{if } (\sigma \leq 0 \text{ or } v_k \in A) \text{ and } (B \text{ is even or } S \cap A' \neq \emptyset); \\
1, & \text{if } (\sigma = 1 \text{ and } v_k \in D) \text{ or } (B \text{ is odd and } S \cap A' = \emptyset) \text{ or } (\sigma \geq 2 \text{ and } v_k \in D') \text{ or } \left( \frac{3}{2} \right) \text{ if } \sigma > 2 \sum_{v \in S \setminus \{v \}} b_v - 2 \sum_{v \in N(v_k)} b_v \text{ and } v_k \in D \setminus D'; \\
\frac{3}{2} & \text{ if } \sigma > 2 \sum_{v \in S \setminus \{v \}} b_v - 2 \sum_{v \in N(v_k)} b_v \text{ and } v_k \in D \setminus D'.
\end{cases}
\]

**Proof:** By Fact 4, we only need to prove the upper bound. For, we use Algorithm 2-by-2. Since it sends \( B - \rho \) units of flow with \( B - \rho \) colors, it suffices to show that the residual demand \( \rho \) can be sent with at most \( \rho + \epsilon \) extra colors.

If \( \sigma = 0 \) (which implies \( B \) even), we get \( \rho = 0 \). So, we trivially have \( \epsilon = 0 \). If \( \sigma < 0 \text{ or } v_k \in A \), the first alternative of Lemma 2 holds. In addition, \( B \) even or \( S \cap A' \neq \emptyset \) implies \( \rho = 0 \) or \( \rho = 1 \) concentrated at a node in \( A' \) by Lemma 2. If the node is in \( N(g) \) or \( A' \) we can send directly using \( \rho \) colors. If the node is in \( A' \setminus N(g) \), we only need \( \rho \) colors by Lemma 2. In both cases, \( \epsilon = 0 \).
If \( \sigma = 1 \) and \( v_k \in D \), Lemma 2 implies that \( \rho = 1 \), concentrated at a source outside \( N(g) \). The same occurs if \( B \) is odd and \( S \cap N(g) = \emptyset \). In both cases, \( \rho + \varepsilon = 2 \) colors are enough, because we can always send 1 unit of flow by a path using 2 colors (see Figure [1b]). If \( \sigma \geq 2 \) and \( v_k \in D' \), \( \varepsilon \leq 1 \) by Lemma 1. If \( \sigma \leq 2 \sum_{v \in S \setminus v_k} b_v - 2 \sum_{v \in N(v_k)} b_v \) and \( v_k \in D \setminus D' \), we also obtain \( \varepsilon \leq 1 \) by Corollary 4.

Finally, suppose that \( \sigma \geq 2 \sum_{v \in S \setminus v_k} b_v - 2 \sum_{v \in N(v_k)} b_v \) and \( v_k \in D \setminus D' \). Since the first alternative of Lemma 2 holds, \( \rho = \sigma \) is concentrated in a source \( v \notin N(g) \) that participates in an odd cycle with \( g \) that does not respect any EarCondition. To show that the demand \( \rho \) can be sent with \( \rho + \varepsilon = \left[ \frac{3}{4} \right] \), we proceed as follows. First, we send \( 2\left[ \frac{\varepsilon}{2} \right] \) units of flow through an odd cycle with \( 3\left[ \frac{\varepsilon}{2} \right] \) colors (see Figure [C]). If \( \rho \) is even, we are done. Otherwise, there is a remaining flow of 1 in \( v \). It can be sent to \( g \) using only one of the sides of the cycle (that is a path) with 2 colors. However, one of these colors can be a color used in a previous iteration to color a single edge from the other side of the cycle (e.g. color \( c \) in Figure [C]). Such a color exits, because \( \rho \geq 2 \). In this case, the number of colors used is \( 3\left[ \frac{\varepsilon}{2} \right] + 1 = 3\left[ \frac{\varepsilon}{2} \right] + 1 \).

The above bounds on \( \chi'_B(G) \) lead to an approximation factor for FCP related to Algorithm 2-by-2. We derive different approximation factors according to the cases of Theorem 1.

**Corollary 4** Given an instance \((G, b)\) of FCP, let \( \sigma = b_{v_k} - \sum_{v \in S \setminus v_k} b_v \). Algorithm 2-by-2 provides an \( \alpha \)-approximation factor, where:

\[
\alpha = \begin{cases} 
1 + \frac{\sigma}{B}, & \text{if } (\sigma = 0 \text{ or } v_k \in A) \text{ and } (B \text{ is even or } S \cap A' \neq \emptyset); \\
1 + \frac{\sigma}{B}, & \text{if } (\sigma = 1 \text{ and } v_k \in D) \text{ or } (B \text{ is odd and } S \cap A' = \emptyset) \text{ or } (\sigma \geq 2 \text{ and } v_k \in D') \text{ or } \\
1 + \left[ \frac{\varepsilon}{2} \right] + \frac{\sigma}{B}, & \text{if } \sigma > 2 \sum_{v \in S \setminus v_k} b_v - 2 \sum_{v \in N(v_k)} b_v \text{ and } v_k \in D \setminus D'. 
\end{cases}
\]

In general, the algorithm yields a \( \frac{3}{2} \)-approximation factor.

**Proof:** By Theorem 1, Algorithm 2-by-2 provides an \( \alpha \)-approximation, for \( \alpha = \frac{B + \varepsilon}{B} \). Then, we get the desired value of \( \alpha \) for each case. In all cases, we have \( \alpha \leq 1 + \frac{\sigma}{2B} \leq \frac{3}{2} \), provided that \( \sigma \leq B \).

6 Conclusion

In this work, we deal with a flow coloring problem with single-flow to one destination node and integer edge-coloring in 2-connected graphs. We identify several cases where \( B \leq \chi'_B(G) \leq B + 1 \). An upper bound is given by a polynomial-time algorithm that finds a feasible flow and coloring, thus providing a \( 1 + \frac{1}{B} \)-approximation for FCP. In some of these cases, we actually determine an upper bound of \( B \) (instead of \( B + 1 \)) and show that FCP is polynomial. In all these cases it follows, also by Fact 1, that \( \chi^*_{B,F}(G) \leq \chi'_{B,F}(G) \leq \chi^*_{B,F}(G) + 1 \).

More precisely, we show the problem is polynomial with \( \chi'_{B,F}(G) = B \) when the node \( v_r \) with remaining demand from Algorithm 2-by-2 has three node-disjoint paths to \( g \). A specific case that verifies this condition is the FCP in 3-connected graphs. It is worth stressing that we did not need the assumption of \( B \) even used in [1GR00] to show this result. When node \( v_r \) does not have three node-disjoint paths to \( g \) or does not participate in a cycle to \( g \) satisfying any EarCondition, we consider some subcases. For instance, if \( b_{v_r} \leq 3 \sum_{v \in S \setminus v_r} b_v - 2 \sum_{v \in N(v_r)} b_v \), then \( \chi'_{B,F}(G) \leq B + 1 \). For the complementary subcases, we get an approximation factor of \( \frac{3}{2} \), thus improving the factor 2 presented in [1Gem01]. For the moment, the complexity of the FCP is still open.
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